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Abstract: CNNs are found well suited to address the problem of sound classification due to its ability to 

capture the pattern access time & frequency domain. Mostly the time-frequency patches of sound samples in 

the form of 2D pattern vectors are used for the training and testing the convolution neural networks. The 

existing pre-trained convolution neural network models generally uses the static sized filters in all the 

convolution layers and there is no as such specific rule is available for deciding the number of filters in a 

convolution layer. Beside this, no general method is suggested to exhibit the relationship in between number 

of filters & size of the filters in convolutional layers of CNN. In this paper, a Dynamical sized convolution 

neural network architecture is proposed. Thus, in our proposed architecture the size of kernels and the 

number of kernels is considered with a scale of variable length instead of fixed size filters and static channels. 

The experimental results are obtained on the existing dataset of sound samples. The simulated results are 

showing the better performance of the proposed CNN architecture over existing pre-trained networks on the 

same dataset. 

Keywords: Deep Neural Network, Convolution Neural Networks, Sound Recognition, VGGNet, Pattern 

Classification, Stochastic Gradient Descent Optimizer. 
1. Introduction: 

Convolutional Neural Networks (CNNs) 

have been considered as a powerful method 

on several audio processing tasks such as 

speaker identification, sound classification 

and tagging of sounds with different objects 

[1]. CNNs are well suited to address the 

problem of sound classification because 

they are capable to capture time–frequency 

features. The spectrogram has been used in 

some cases for constructing the input 

patterns with time and frequency patterns 

[2]. In early work, various hand drawn 

feature extraction methods have been used 

to consider the sound frequency as the 

sample example in training set. Lots of 

research have been reported on the 

automatic sound recognition using various 

models of Deep Neural Networks more 

specially with convolutional neural 

networks and there is a requirement for 

evolving the optimal architecture of CNNs 

with effective learning methods to improve 

the quality of results for the sound 

classification. In this present work, we 

consider a dynamical sized convolution 

neural network architecture with different 

variable size filters. The training set pattern 

vectors of time and frequency dimensions 

are constructed with the input samples of 

spectrogram. Thus, the 2D input samples of 

sound signals are used as an input to this 

convolutional network. The novelty of the 

proposed approach is that it considers the 

convolution layers of filters and number of 

filters as per the variable length scale. Thus, 

the size of kernels and number of filters in a 

convolution layer are selected dynamically 

with variable length scale instead of fixed 

size filter and static channels. Thus, to train 

the proposed convolution network, we 

considered the already existing dataset of 

environment sounds and use the minibatch 

stochastic gradient descent methods with 

adaptive learning rate parameters. The 

experimental results show the better 

performance of the proposed convolution 

neural network over existing pre-trained 

convolution neural networks on the same 

dataset. The effect of changes in the variable 

length scale of filters and size of filters are 

analysed and the role of regularization and 

optimization are also considered in the 

performance analysis for the classification. 

The accuracy in the classification for sound 

samples of proposed model is considered 

and the suitable optimize design of the 

convolution neural network is identified, 

which yield state of the art performance for 

classification of given sound data. 

This paper is organised as follows: section 2 

presents the proposed architecture of CNN 

with variable length scale for the size of 
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filters and also for the number of channels. 

It also presents the learning mechanism for 

the proposed CNN architecture with 

regularization and normalization 

techniques. Section 3 of the paper discusses 

about the implementation of proposed 

model of convolution neural network 

followed by simulation results. It also 

includes the discussion of performance 

analysis and state-of-art performance of 

CNNs for the classification. Finally, the 

conclusion is presented in the last section 

followed by the references. 

2. Deep Convolutional Neural 

Networks 

Deep Neural Network architecture proposed 

in this present work is inspired from the 

Visual Geometry Group Network 

(VGGNet) [3]. The proposed convolution 

neural network (CNN) architecture is 

dynamical nature in which length scale for 

number of filters and for the size of filters of 

the convolution layers interleaved with one 

pooling operation followed by two fully 

connected layers. The first dense layer uses 

the regularization function whereas the 

output layer or classification layer uses the 

softmax activation function. The input to 

these networks consists with time-frequency 

patches of log-scaled mel-spectrogram 

representation of the audio signal. Thus, we 

considered the size of input TF patch 𝑋 to 

128 frames i.e., 𝑋 ∈  𝑅128×128. 

Therefore, the two-dimensional input 𝑋 

applies to the first convolution layer (𝐻1) 

which consists with 𝑚 channels (filters) of 

size 𝑛 × 𝑛, where 𝑛 = 1, 2, … … … . . 𝑁. Let 

[𝑋]𝑖,𝑗 and [𝐻1]𝑖,𝑗 denote the value (TF 

patch) at location (𝑖, 𝑗) in the 2D 

representation of the audio signal. Hence, 

this input data is processed through several 

trainable convolution layers for learning for 

an appropriate representation of the input. 

Since the neurones in a layer are connected 

only to a small region of the previous layer 

[4]. So that, each of the hidden units receives 

input from each of the input pixels through 

the parameter weight tensor 𝑊.  

In this present work, variable length scale 

filters or channels is considered for the 

convolution layers instead of static size. 

Now, we discuss the mechanism of selecting 

the size of filters and number of channels in 

dynamic way according to variable length 

scale for each convolution layer. Let 𝑛 

represents the variable scale according to 

which the size of filters is considered with 

variable scale 𝑘 for considering the number 

of channels or filters of receptive field. 

Hence, we consider the size of filters of 

convolution layer (𝐿) according to 2𝑛𝑋2𝑛 

where 𝑛 = 1,2,3 ….N. The numbers of 

filters are considered as:.. 

𝑐 = 2𝑘 𝑤ℎ𝑒𝑟𝑒 𝑘 = 2𝑛 + 𝑛            (1) 

Now, we consider the proposed convolution 

neural networks in the generalize way. The 

output from the first convolution layer for 

number of channels i.e., 𝑐1 can be expressed 

as: 𝐻1
𝑐1 =  𝑓1

𝑐1((𝑊1 ⊗ 𝑋) + 𝑈1
𝑐1) (2) 

Similarly, after the second layer and third 

layer we have 

𝐻2
𝑐2 =  𝑓2

𝑐2((𝑊2 ⊗ 𝑍1
𝐶1) + 𝑈2

𝑐2             (3) 

𝐻3
𝑐3 =  𝑓3

𝑐3((𝑊3 ⊗ 𝑍2
𝐶2) + 𝑈3

𝑐3)           (4) 

Thus, in general for the 𝐿th Layer we have: 

𝐻𝐿
𝑐𝐿 =  𝑓𝐿

𝑐𝐿((𝑊𝐿 ⊗ 𝑍𝐿−1
𝐶𝐿−1) + 𝑈𝐿

𝑐𝐿 )       (5) 

Let 𝑑0 and 𝑑1be the dimension of input 

vector and 𝑚0 and 𝑚1 be the dimension of 

first convolution filter. Thus, the shape as 

𝑋0 and 𝑉 will be (𝑁, 𝑑0, 𝑑1) and 

(𝑀, 𝑁, 𝑚0, 𝑚1) respectively.  The detail 

description of this architecture can be 

discussed as: 

𝑳𝟏 Layer: 22 filters with a receptive field of 

8 × 8, so that 𝑊1 has the shape (22, 1, 8, 8) 

and the shape of 𝐻1 is (22, 121, 121). It 

uses the ReLU activation function i.e., 

𝑓1(𝑦) =  max (𝑦, 0). 

𝑳𝟐 Layer: 12 filters with a receptive field of 

4 × 4, so that 𝑊2 has the shape (12, 22, 4, 

4) and shape of 𝐻2 is (12, 118,118). It also 

uses the rectified linear unit activation 

function. 

𝑳𝟑 Layer: 6 filters with a receptive field of 

2 x 2, so that 𝑊3 has the shape (6, 12, 2, 2) 

and the shape of 𝐻3 is (6, 117, 117). This is 

also followed by a ReLU activation unit 

function.  

Max-pool Layer: 𝐿3  layer is followed by 

(4, 4) stride max-pooling. Therefore, the 

size of 𝐻3 after the max pool will 

be (6, 29, 29). 
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𝑳𝟒 Layer: Number of units for this layer are 

decided with the variable-length scale i.e., 

𝑣 = 2 × 𝑚𝑎𝑥(𝑐). Thus, for this architecture 

there will be 44 hidden units and the 

connection weight 𝑊ℎ has the shape 

( 5046, 44) followed by the ReLu 

activation function. 

𝑳𝟓 Layer: In this layer the 10 output units 

have been used and the weight 𝑊𝑜 has the 

shape (44, 10) followed by a softmax 

activation function. 

Thus, it is quite clear, that with dynamically 

sized filters of receptive field according to 

equation 1 allows the network to learn small, 

localized features that can be fused at 

subsequent layers to gather evidence in 

support of larger time-frequency patch that 

are indicative of the presence or absence of 

different sound classes even when the 

spectro-temporal is masking with 

interfacing sources. The proposed 

architecture of CNNs is using the mini-batch 

stochastic gradient descent [5] learning to 

train the networks for the given log-mel-

spectrogram representation of the sample 

patterns. The mini-batch stochastic gradient 

descent uses the independent identically 

distributed samples or batches as the sample 

sets to update the unknown parameters in 

each iteration. SGD has the advantages over 

the earlier gradient-based approaches due to 

the reason that SGD is using one sample 

randomly to update the gradient per 

iteration, rather than to directly calculating 

the extract value of the gradient. It reduces 

the variance of the gradient and makes the 

convergence more stable [6]. Therefore, the 

SGD has the better chances of finding the 

global optimal solution for the complex 

problems [7]. In the proposed approach, the 

convolution architecture, the model 

optimizes the error function 𝑙(𝑊). Here 𝑙 is 

an error function and 𝑊𝑜 is the parameter to 

be optimised. The error function can be 

expressed as: 

𝑙(𝑊𝑜) =  
1

2𝑀
 ∑ (𝑑𝑗 −  𝑓𝑜(𝑦𝑗))2𝑁

𝑗=1           (6) 

Where, 𝑦𝑖 =   ∑ 𝑊𝑜
𝑖𝑁

𝑗=1 𝐻𝑖 +  𝑏𝑗  

Here, 𝑀 is the number of training samples, 

𝑁 is the number of units in the output layer, 

𝑑 is the predicated class and 𝑦 is the 

activation of the unit. In the stochastic 

gradient descent approach, change along the 

error function is obtained in descent 

direction with respect to unknown 

parameter 𝑊𝑜 in the weight space as: 
𝜕𝑙(𝑊𝑜)

𝜕𝑊𝑜
 ∝  − 

1

𝑀
 ∑ (𝑑𝑗 −  𝑓𝑜(𝑦𝑗)) . 𝐻𝑖

𝑁
𝑗=1   (7) 

The weight update in (t+1) iteration can be 

expresses as:             

𝑊𝑜(𝑡 + 1) =  𝑊𝑜(𝑡) + 𝜂𝑜
1

𝑀
 ∑ (𝑑𝑗 −𝑁

𝑗=1

 𝑓𝑜(𝑦𝑗)) . 𝐻𝑖                                                  (8) 

In order to reduce the overfitting, the batch 

normalization is applied after the activation 

function of each convolution layer, whereas 

the dropout and regularization method is 

applied to the weights of both two layers i.e., 

L4 and L5 with a probability of 0.5 and 

penalty factor of 0.001 respectively [8]. 

However, the performance of mini-batch 

SGD can be further improved with the use 

of various optimization and regularization 

process [9]. One of the important factors is 

the choice of proper learning rate. A too 

small learning rate results in a slower 

convergence rate while a too large learning 

rate can hinder convergence making error 

function fluctuate at the minimum. Besides 

the learning rate due to the existence of 

fluctuations in the SGD the objective 

function being trapped in infinite numbers 

of local minimum. Therefore, the mini-

batch gradient descent method can be used 

to make improvement in the performance of 

SGD. 

4. Implementation details and 

simulation design: 

In this present work, the audio signals of 

environmental sounds are considered for 

classification. The existing dataset 

UrbanSound8k of sound samples has been 

used to provide the training of the proposed 

architecture of convolution neural network. 

There are four methods that have been used 

to extract the features from sound samples 

i.e., Log-Mel Scale Spectrogram (LM), Mel 

frequency cepstral coefficient (MFCC), 

Gammatone Frequency Cepstral 

Coefficients (GFCC) and Spectrogram. 

Though, MFCC is the most widely used 

feature extraction scheme for speech 

recognition and audio classification due to 

its better adaptability of network when noise 

is taken into consideration but most of the 

audio data those, we have considered from 

already available datasets are clean samples 
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so that the spectrogram method is used for 

the feature extraction and to represent the 

audio data into the time-frequency patches. 

In the process of feature extraction, audio 

data pre-processing is performed with 

sampling, quantization, pre-emphasis 

processing, and windowing to convert the 

analog audio signal into a sequence of audio 

frames. Further, log-scale Mel-spectrogram 

is used to represent the pre-processed audio 

data into the time-frequency patches. Thus, 

two-dimensional feature vectors in the form 

of TF patches are used as input to the  

proposed convolution neural network 

architectures as shown in the Figure 1. 

 

Figure 1: Spectrogram for Siren and Horn 

Voice Sample 

A convolution neural network architecture 

is proposed with different variable size 

filters of the receptive field. The size of the 

kernels and the number of channels is 

considered with a scale of variable length. In 

this architecture, a single max pool is used 

after the last convolution layer followed by 

the two fully connected layers (Dense 

network). The number of units in the first 

dense layer is set according to the maximum 

number of channels as per the variable-

length scale parameter i.e., 𝑐 =
2𝑘 where 𝑘 = 2𝑛 + 𝑛, Here, the value of 𝑛 

is considered as 𝑛 = 1, 2 & 3 for proposed 

architecture. The numbers of units in the 

second dense layer are set according to the 

number of classes in which the sample audio 

data will classify. We considered the ten 

(10) distinct classes to classify the 

environmental sound samples. In our 

proposed architecture, the variable-length 

scale has been used to decide the number of 

channels and the size of filters with a 

receptive field of (2𝑛 , 2𝑛) and we select 𝑛 =
1, 2 & 3, so that we have the three 

convolutional layer filters with the receptive 

field of 8 × 8, 4 × 4 and 2 × 2. The 

numbers of channels are 22, 12 and 6 

respectively in the three convolution layers. 

The last convolution layer is followed by 

4 × 4 stride max-pooling over the obtained 

feature maps. The batch normalization has 

been applied after each convolution layer. 

There are two dense layers have been used 

after the max-pool layer. Dropout is applied 

to the input of both the dense layers with 0.5 

probabilities with L1-regularization to the 

weights of these two layers with a penalty 

factor of 0.001. The number of parameters 

for the proposed architecture can be shown 

in Table 1: where Test loss is 0.028 and Test 

accuracy is 0.833 

Layer type Output Shape               Param #    

Conv2D           (None, 121, 121, 22) 1430 

Activation (None, 121, 121, 22)       0 

batch_norm  (None, 121, 121, 22)      88 

Conv2D1            (None, 118, 118, 12)       4236 

Activation 1    (None, 118, 118, 12)       0 

Batch norm (None, 118, 118, 12)      48 
Conv2D 2            (None, 117, 117, 6)        294 

Activation 2    (None, 117, 117, 6)        0 

Batchnorm2 (None, 117, 117, 6) 24 

Max pool (None, 29, 29, 6)         0 

Flatten            (None, 5046)               0 

Dropout      (None, 5046)               0 
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Dense 1             (None, 44)                 222068 

Activation 3   (None, 44)                 0 

Dense 2             (None, 10)                 450 

Activation 4 (None, 10)                 0 

Total params: 
228,638  

Trainable params: 
228,558 

Non-
trainable 
params: 
80 

Table 1: Number of parameters for the CNN 

architecture 

Now, in the training mini-batch SGD 

method is used for the proposed architecture 

to minimize the mean squared error. During 

the training mini-batches are constructed for 

the given sound data. Each batch consists of 

128 TF-patches randomly selected from the 

training samples without any repetition. The 

proposed model is trained for maximum 200 

epochs and a checkpoint are used after each 

epoch during which the models are trained 

on random mini-batches until 1/10 of all 

training data is exhausted. A validation set 

is used to identify the parameters setting 

achieving the highest classification 

accuracy, where prediction is performed by 

slicing the test sample into overlapping TF- 

patches, making a prediction for each TF-

patch and finally choosing the sample label 

prediction as the class with the highest near 

output activation over all frames. Simulation 

results for the proposed architecture have 

been obtained in Python programming 

environment.  

5. Results and Discussion: 

In our proposed architecture of convolution 

neural network, the size of the filters and the 

number of filters is considered dynamically 

with variable length scale instead of fixed or 

static sizes. In the proposed architecture, 

three convolution layers followed by the 

max-pooling layer with a stride of (4, 4) are 

used. The flattened feature map from the 

max pool has been presented as input to the 

first dense layer. The output of this dense 

layer is feed-forwarded to the output dense 

layer for the classification. The existing 

dataset of sound samples i.e., 

UrbanSound8k has been used for the 

construction of sample patterns for training 

& testing with the log scale Mel spectrogram 

method. In the simulation, we consider the 

8732 time-frequency patches of the 

spectrogram as the samples. Among these 

6985 samples have been used for training 

purposes and 1747 are used for the testing 

and total ten (10) classes are used for the 

classification of input samples. The class 

distribution of UrbanSound8k Dataset is 

shown in Table 2. 

Class Name Labe Size 

Air Conditioner [AI] 1 1000 

Car Horn [CA] 2 429 

Children Playing [CH] 3 1000 

Dog Bark [DO] 4 1000 

Drilling [DR] 5 1000 

Engine Idling [EN] 6 1000 

Gun Shot [GU] 7 374 

Jackhammer [JA] 8 1000 

Siren [SI] 9 929 

Street Music [ST] 10 1000 

Table 2: Class distribution of 

UrbanSound8k Dataset 

The proposed convolution neural 
network has been implemented and 
has been trained with minibatch SGD 
with the loss function of mean square 
error. The simulated results of the 
implementation are presented in 
Table 1 with the test loss of 0.0287 
and test classification accuracy of 
0.833. The simulation results are 
presenting 99.62% maximum 
accuracy and 85.25% maximum 
validation accuracy for the proposed 
architecture. The confusion matrix of 
this architecture for testing and 
training data is presented in Figure 
2(a) and 2(b). The model accuracy and 
model loss are presented in Figure 3 
& 4. The Figure 3 is representing the 
model accuracy for training & 
validation. It can be observed that 
there is a continuous curve for 
training but fluctuation in validation. 
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Fig. 2(a): Confusion matrix of CNN model 
for training 

 
Figure 2(b): Confusion Matrix for 
CNN model for testing 

 
Fig. 3: Accuracy for CNN evaluated on 

training and testing data 

 
Fig. 4: Loss for CNN evaluated on training 

data and testing data 
Simulation results are presenting the highest 

accuracy as compared to existing models of 

CNN for the classification of environment 

sounds. The comparative analysis between 

the proposed CNN model and the other 

existing models for the UrbanSound8k 

dataset can be presented in Table 3. 

Table 3: Classification accuracy on 

UrbanSound8K dataset 

The obtained simulated results are 

presenting the better performance and 

flexible implementation in the terms of 

accuracy, individual class, total accuracy, 

precision, recall & F1-score with respect to 

the existing pre-trained models performed 

on the same samples of sounds dataset. 

Overall, the performance of the proposed 

architecture is better than all existing 

models. Therefore, the dynamically selected 

number of filters and size of filters improves 

the performance of convolution neural 

networks for all the accuracy measurement 

parameters, with respect to the static size 

filters for all the convolution layers. 

Conclusion:     

A Novel approach has been used for the 

construction of convolution neural network 

architectures. In this approach, the size of 

the kernels and the numbers of kernels are 

considered with a variable length scale i.e., 

the size of the kernels and numbers of 

channels in convolutional layers are selected 

dynamically with a variable length scale 

instead of static size filters and channels. 

The samples of environmental sound have 

been used from the existing dataset & the 2D 

pattern vectors of time and frequency have 

been constructed with spectrogram. The log-

scaled Mel-spectrogram technique is used to 

represent the pre-processed audio data into 

the time-frequency patches. Thus, two-

dimensional feature vector in the form of TF 

patches have been used as input to the 

proposed convolution neural network 

architecture. This proposed architecture is 

different from the existing pre-trained 

architectures due to their variability for the 

size of filters & number of filters. The mini-

batch stochastic gradient descent learning 

has been employed in the proposed 

architecture. The experimental results have 

been obtained from proposed network for 

the sound samples. The effect of change in 

the variable length scale of filters and size of 

filters has been analysed and the role of 

regularization and optimization has also 

been considered in the performance analysis 

for the classification. Simulated results are 

clearly exhibiting that the proposed 

architecture of dynamic variable length of 

filters & channels with mini batch stochastic 

gradient descent optimizer is showing good 

Model Classifi
er 

Loss Optimize
r 

Accura
cy 

Proposed 
Model 

CNN MSE SGD 85.29% 

J. Sala 
[10] 

CNN Categorical 
crossentropy 

Adam 73% 

J. Sala 
[10] 

CNN+au
g 

Categorical 
crossentropy 

Adam 79% 

piczak 
[11] 

CNN MSE Nesterov 73% 

Iurii [12] 
Model 

CNN Categorical 
crossentropy 

Adam 80.48% 
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accuracy for classification. The proposed 

architecture has the better accuracy over all 

the other existing models of classification 

for environmental sound samples. It has 

been observed that the dynamically sized 

filters of receptive field and dynamically 

sized channels arranged in ascending order 

as per variable length scale performed better 

with respect to other proposed and existing 

models. It reflects that, as the variable scale 

increases, the size of filters and numbers of 

filters also increase and if it increases in 

ascending order i.e., the last layer contains 

smaller size filter & less number of channels 

with respect to the first layer then better 

accuracy is obtained. This interesting 

observation is reflecting that the relationship 

of feature extraction with variable size 

filters arranged in a specific order and the 

role of redesigned optimizer according to 

dynamically sized filters are affecting the 

classification accuracy. 
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Abstract: IoT-enabled appliances are becoming increasingly popular, as they offer many benefits, such as 

convenience, automation, and remote control. However, they also present a new set of cyber security 

challenges. A cyber-attack on IoT-enabled appliances can have serious consequences, as these devices are 

often connected to the internet and other devices on the same network, creating a potential gateway for 

hackers to gain access to sensitive information, such as personal data or login credentials. 
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1. INTRODUCTION  

One day Kanak noticed that her personal 

information is stealing and somebody access 

her personal information and tries to use it. 

She found that this could be happening due to 

the IoT-based refrigerator because the same 

information used by hackers is stored in the 

memory of the IoT-enabled refrigerator.  

 
Fig. :. Data hacked from IoT-based 

refrigerator 

A refrigerator is an appliance that is taken for 

granted. Peoples are so used to its presence 

that it’s easy to forget about its safety issues, 

but the smart refrigerator is not like that it is 

connected to the internet all the time and 

sends the personal data of the user from time 

to time to the web server, so it's very 

important to save your data and private 

information sent to the web server of the 

smart refrigerator web server.  

The smart refrigerator can accept several 

applications and because of this, it brings the 

effectiveness and convenience of connecting 

another household device with it, and due to 

this the threat level is so much high by 

interconnecting this appliance because 

vulnerabilities exist that have the potential to 

be exploited. 

The smart refrigerator can be used as an 

instrument that is capable to propagate digital 

crimes like identity theft, spamming, privacy, 

data loss, and so on. [1] 

One workable security solution lies at the 

manufacturer’s end. At the time of design and 

development of smart devices and 

applications, it is necessary to practice secure 

technologies and protocols. 

2. LITERATURE REVIEW 

One of the most common types of IoTcyber 

attacks is botnets. Botnets are networks of 

compromised devices that can be controlled 

by a single attacker to launch DDoS 

(Distributed Denial of Service) attacks [2] or 

carry out other malicious activities. In a study 

conducted by Symantec in 2017, it was found 

that IoT devices were the primary source of 

traffic in DDoS attacks. The Mirai botnet, for 

example, was responsible for some of the 

largest DDoS attacks in history and primarily 

targeted IoT devices such as routers, cameras, 

and DVRs.[3] 

Another common type of IoTcyber attack is 

ransomware. Ransomware is a type of 

malware that encrypts a victim's files and 

demands a ransom payment in exchange for 

the decryption key. In 2017, researchers at the 

University of Michigan demonstrated a 

proof-of-concept attack on a smart thermostat 

that used ransomware to lock the device and 

demand payment.[4] This attack highlighted the 

potential vulnerabilities of IoT devices and the 

need for increased security measures. 

IoT devices can also be targeted by attacks that 

exploit vulnerabilities in their firmware or 

software. In a study conducted by researchers at 

the University of California, Berkeley in 2019, it 

was found that many IoT devices had security 
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vulnerabilities that could be exploited by 

attackers.[5] These vulnerabilities included weak 

passwords, unencrypted communication 

channels, and outdated software. The researchers 

suggested that IoT manufacturers need to take a 

more proactive approach to security by 

implementing better software design and testing 

practices. 

Finally, researchers have also explored the 

potential impacts of large-scale IoTCyber attacks. 

In a study published in 2020, [5] researchers at the 

University of Cambridge analyzed the potential 

economic impact of a hypothetical IoTCyber 

attack that targeted a wide range of devices, 

including cars, medical devices, and industrial 

control systems. The study found that such an 

attack could cost the global economy up to $193 

billion, highlighting the potential risks associated 

with IoT devices. 

3. RISKS IN IoT 
The evolution of IoT is a cause for a diversity of 

ethical problems in society like unauthorized 

access to confidential information, misuse of 

secret data, and identity theft have become more 

dominant in IoTsystems[6]  

 
Fig. 2 Risks in IoT 

To Handel, the security issues related to data 

generated by the IoT-enabled refrigerator an 

Advance cryptography technique is used. With 

the advancement of the IoT, many privacy issues 

evolved  

 Data captivity 

 Data integrity 

 Data security 

 Data sensitivity 

 Protocol security 

 Network security 

 Device-level security 

 Data authenticity 

 Application security 

 Traceability 

A. Cybercrime 

Like any other crime, Cybercrime is an act of 

offense. Cybercrime is an action in which 

computer or computer networks are used as a 

means, purpose, or platform to implement some 

criminal activity.[7] 

It may consist of information theft or smart 

device-based criminal activity. Cybercrime is 

classified into four classes  

 Breaches of data, secrecy, integrity, and 

hardware resources  

 Computer-centered crimes 

 Content-related crimes 

 Copyright-related crimes 

Present Internet is a large platform for criminal 

acts as it was not initially developed with highly 

secure protocols. As IoTis based on the present 

internet framework and due to this some Cyber 

crime issues remain unsolved. 

B. Internet in the Appliance 

The Internet is an interconnected network. In 

today’s modern era, the whole world is connected 

by the Internet. Various organizations like 

schools, colleges, offices, airports, railways, 

multinational companies, and almost all 

institutions are all dependent on internet 

technology. With the help of the Internet, people 

can communicate with IoT-based home 

appliances. And, monitoring of these appliances 

can be done from anywhere. This concept of being 

remotely connected to the appliance can be 

possible because of Internet of Things (IoT) 

technology. IoT-based appliances such as IoT-

based air conditioners and IoT-based refrigerators 

can be controlled from anywhere in the world.   

C. Appliance Connectivity using Internet 

Technology 

In IoT-based appliances, wireless connections are 

used for connecting the appliance. This type of 

network does not have any cable or wire dedicated 

to the appliance. Simply, a Wi-Fi network is used 

which will connect the IoT-based phone and IoT-

based appliance. A dedicated mobile-based 

application is operated by the user remotely, to 

monitor or control the functioning of the 

appliance.  

One can also integrate the IoT-based air 

conditioner with a smart home system and control 

it with the command of your voice. Google 

Assistant and Alexa are some smart home systems 

with which a smart AC can be paired. 

D. IoT attacks on IoT enabled Refrigerator 

An IoT attack is a compromise of an Internet of 

Things system. This can include devices, 

networks, data, and users. A Cyber criminal can 

launch an IoT attack to steal information. They 

can take over an automated or IoT system, and 

shut it down.[8] 

If someone could guess your weak password and 

control your device any such attack on any IoT-

enabled device or network is called an IoT attack. 

IoT attacks can infect your IoT-enabled 

refrigerator with malware. Or, breaking into the 

system using any loopholes like user 

authentication permission.  

It can take command of the IoT-enabled 

refrigerators webcam, microphone, and sensors 
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output. This may lead to serious problems like 

revealing personal pictures, videos, private talk, 

etc. it can steal your calendar information your 

daily routine information, can play vulgar music 

or videos on the display monitor of your IoT-

enabled refrigerator, and many more. 

IoTattacks may fall under any of the categories [9] 

 Active attack 

 Passive attack 

 Internal attack 

 External attack 

Active attack –In active IoT attacks, only the 

information is transmitted on the network but the 

service is affected. 

Passive attack - In passive IoT attacks, only the 

information is transmitted on the network but the 

service is not affected. 

Internal attack – In the internal attack the attack is 

done by the Hacker on the same network by 

stealing username password, etc. 

External attack – In an External attack the Hacker 

is far away from you and steals your information 

by infecting your device with a virus. 

E. IoT Forensics 

As the number of IoT devices increases day by 

day the role of IoT forensics plays a very crucial 

role in investigating Cyber crimes. IoT forensics 

is a special team for Cyber crime police to 

investigate IoT attacks on IoT devices. IoT 

forensics is the process of collecting, analyzing, 

and interpreting digital evidence related to an IoT 

device, network, or system. IoT forensics is 

essential to investigate security incidents, data 

breaches, and Cyber attacks involving IoTdevices  

[10] IoT forensics tries to investigate on following 

points. 

 Data locations 

 Forensic automation 

 IoT device management 

 Forensic analysis of data in IoT 

 Scope and life of digital forensic 

evidence 

 Privacy of the user 

 Security in IoT devices 

F. Mobile App used in IoT appliances  

Firstly, a smartphone with internet access is 

required to use any mobile application for 

controlling the device. The most important feature 

of an app is its user-friendly interface. Users 

understand how to use them without any 

confusion. By clicking on the buttons user can 

easily access the number of options at any 

time.[11] A typical mobile app project is made up 

of three integral parts – (a) Back-End/Server 

Technology, (b) Application Programming 

Interface (API), (c) Mobile App Front-End.  

(a) Back-End/Server Technology – The backend 

or server-side is the portion of the application user 

does not see. It is responsible for storing and 

organizing data and ensuring everything on the 

client side works. The backend communicates 

with the frontend, sending and receiving 

information, which is to be displayed on the 

application. 

(b) Application Programming Interface (API) – It 

is the third-party company offering, which is 

implemented into the home automation 

application. Suppose, a user wants to know the 

temperature of the city where the user is this info 

can be called from the API, which was prepared 

by the third-party company. 

(c) Mobile App Front-End – It is the Graphical 

User Interface (GUI) of the application.  It is the 

interfacing at the application, which defines the 

location and design of icons in the application. 

 

Fig. 3 Mobile application used in IoT 

appliance 

For controlling any IoT-based appliance, install 

the home automation application on the 

smartphone. This application will be either 

available on the Apple Store or Play Store or may 

be provided by the supplier in the form of a .apk 

file with the device itself. [12] 

Safeguarding IoT-based refrigerator 

IoT-based refrigerators are becoming increasingly 

popular due to their convenience and ability to 

provide users with real-time information about the 

contents of their fridges. However, they also 

present unique security challenges that need to be 

addressed to safeguard the information and 

prevent unauthorized access [13] 

1. Keep IoT-enabled refrigerator software 

and application up to date. 

2. Keep the mobile app of the IoT-enabled 

refrigerator app updated.  

3. Change the factory default passwords – 

these can be the same for hundreds or thousands 

of devices, making it easy for criminals to hack 

4. Use complex, unique passwords for 

accounts associated with it. 

5. Regularly search for firmware updates. 

And if its available update it with a new firmware 

update 

6. Take extra care about those features 

which allow the device to be accessed remotely 
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7. Always try to buy a new refrigerator and 

take extra care when buying used devices, as you 

don’t know what the previous owner installed on 

the device. 

8. Avoid connecting IoT-enabled 

refrigerators to an untrusted network and always 

try to connect with private and personal network 

connections [14]. 

9. IoT-enabled refrigerator manufacturers 

should apply controls around Web APIs used to 

obtain UIDs, usernames, and passwords, as this 

would decrease attackers’ ability to access the 

data 

10. Always try to store data in your IoT-

enabled refrigerator in encrypted mode 

11. Use antivirus and firewalls on your IoT-

enabled refrigerator and also for your smartphone 

and computer. 

12. Run security audits to discover loopholes. 

13. Use monitoring tools to detect threats. 

G. IoT attacks on IoT-enabled Air Conditioner  

IoT-enabled air conditioners are susceptible to a 

wide range of attacks due to their internet 

connectivity and data exchange capabilities 

To mitigate the risk of attacks on IoT-enabled air 

conditioners, it is essential to ensure that the air 

conditioner is updated with the latest firmware 

and security patches. Additionally, changing 

default login credentials, using strong passwords, 

and implementing two-factor authentication can 

also help enhance security. Regularly monitoring 

and analyzing network traffic can also detect 

potential attacks and prevent unauthorized access 

[15]. 

1. Malware attacks: Malware is a common 

type of attack that can be used to compromise the 

security of IoT-enabled air conditioners. 

Attackers can use malware to gain unauthorized 

access to the air conditioner's operating system 

and data. 

2. Man-in-the-middle attacks: In this type 

of attack, attackers intercept the communication 

between the air conditioner and other devices, 

such as the controller or the cloud, to steal 

sensitive information. 

3. Denial-of-service attacks: These attacks 

aim to render the IoT-enabled air conditioner or 

its network inoperable by flooding it with traffic, 

causing it to crash or overload. 

4. Physical attacks: Attackers can 

physically tamper with the air conditioner by 

modifying its hardware or firmware to gain 

unauthorized access, control, or steal data. 

5. Brute-force attacks: Attackers can use 

automated tools to try various login credentials to 

gain unauthorized access to the air conditioner's 

system. 

H. Air Conditioner Remote Handling 

In this current era of technology, one can remotely 

access your appliance and one can monitor or 

control its functioning. This is possible because of 

the use of internet of things (IoT) technology. It 

made the control so easy that a person can access 

and monitor the appliance from anywhere. Some 

basic requirements at the premises to manage the 

application control[16]. 
1. Requires an internet connection and a 

wireless LAN router. 

2. Use a wireless LAN router that can set 

WPA2 or WPA. The communication standards 

need to correspond to any of IEEE 802.11b / g / n 

(2.4 GHz only). 

3. The application is free, but a 

communication cost is charged when 

downloading and using the application.  

4. Please use it after agreeing to the terms 

of use and the privacy policy of the dedicated 

application. 

5. The contents of services, screen design, 

and functions of the application may change 

without notice. Also, the service provided may be 

terminated without notice. 

To, understand the different functionalities of the 

mobile application. Mobile application, which is 

developed for a particular model of air 

conditioner, can have different features as per the 

requirement of the air conditioner model. 

Generalized features of the mobile application are 

namely notification, remote control, support, and 

food management. 
Notifications: Notify the forgotten cleaning of the 

air filters and coils. Select the Control Panel tab 

and tap the Info button. Shows the operating 

condition and notifications. Users can also able to 

check on/Off counts for the past 10 days. 

 
Fig. 4 Control panel tab in the application 

I. Safeguarding IoT-based air conditioner 

Securing IoT-based air conditioners is crucial to 

protect them from potential cyberattacks and 

ensure that they operate reliably and safely. 

1. Keep the software up to date: IoT-based 

air conditioners typically have software that 

controls their operation. It's essential to keep the 

software updated with the latest patches and 

security fixes to prevent known vulnerabilities 

from being exploited. 

2. Use strong passwords: Strong 

passwords are essential for securing IoT-based air 
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conditioners. Use unique passwords that are 

difficult to guess and never use the default 

password provided by the manufacturer. 

3. Secure the Wi-Fi network:IoT-based air 

conditioners communicate with other devices and 

the internet through Wi-Fi. Ensure that the Wi-Fi 

network is secured with strong encryption and a 

unique password. 

4. Disable unused features: Many IoT-

based air conditioners come with features that are 

not essential for their operation. Disable any 

unused features to reduce the attack surface. 

5. Use a firewall: A firewall can help prevent 

unauthorized access to the IoT-based air 

conditioner by blocking incoming traffic that is 

not essential for its operation. 

6. Monitor for unusual activity: Monitor 

the IoT-based air conditioner for unusual activity, 

such as connections from unknown devices or 

unusual patterns of usage. This can help identify 

potential security breaches before they cause 

damage. 

7. Consider using a VPN: If the IoT-based 

air conditioner is accessible over the internet, 

consider using a VPN (Virtual Private Network) 

to encrypt the communication and add an extra 

layer of security. 

CONCLUSION 

In conclusion, the increasing use of IoT devices in 

homes has led to a rise in security threats and 

attacks on these devices. Home appliances that are 

connected to the internet, such as smart TVs, 

smart speakers, and smart thermostats, are 

vulnerable to a range of attacks, including 

malware, DDoS attacks, and data breaches. To 

protect against IoT attacks in home appliances, it 

is essential to implement strong security 

measures, such as using unique passwords, 

regularly updating software, and disabling 

unnecessary features. Additionally, users should 

be cautious when downloading apps or connecting 

to public Wi-Fi networks, as these actions can 

increase the risk of an attack. Overall, the security 

of IoT devices in the home is crucial to protect the 

privacy and security of individuals and their 

personal information. It is essential for device 

manufacturers and software developers to 

prioritize security in the design and development 

of these devices to ensure that they are safe for use 

in homes. 
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Abstract: The potential of using deep learning models in computer vision to create generalized models for 

medical image analysis. Specifically, it discusses how deep learning can be applied to detect and classify 

Chronic Kidney Disease, Brain Tumors, and COVID-19 based on medical imaging techniques. However, 

there are challenges in detecting and classifying diseases due to limited medical image data and the presence 

of multiple diseases in one body. To address these challenges, the article discusses the use of Generative 

Adversarial Networks (GAN) to generate more medical image data, as well as various deep learning models 

like Convolutional Neural Networks (CNN), RCNN, Fast RCNN, Faster RCNN, Inception Layers, and 

transformer models to improve disease classification and detection. 
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I. Introduction 
Deep learning is the subpart of machine 

learning and artificial intelligence inspired 

to mimic the rationality and cognitive 

functionality of the human brain through 

inducing the concept of artificial neural 

networks so machine might be developed 

their own intelligence, finding insightful 

information from meta datasets while the 

learning process takes place [10]. Deep 

learning capability could be successfully 

applied in image processing, computer 

vision, speech recognition, machine 

translation, text classification, medical 

imaging, medical image classification, 

medical information processing, robotics 

and control, bio-informatics, natural 

language processing (NLP), 

recommendation systems, cybersecurity, 

self-driving cars, and many others [3,4]. 

Deep learning aims to achieve various 

objectives, including object classification, 

and detection by using imaging 

techniques, knowledge representation, 

interpretation, planning, association, 

learning, natural language processing, 

perception, and robotics [11]. Generative 

Adversarial networks were first developed 

in 2014 by Goodfellow et al. [13] and the 

extension of GAN models such as 

CyclicGANs, DCGAN were introduced in 

2017 and 2015 respectively. The purpose 

of developing the GAN model is to 

overcome the limitations of basic image 

augmentation techniques and reduces the 

error rate of the state-of-the-art model by 

less than 1% [14]. CNN mainly contains 

input layers or a convolutional layer, 

hidden layers, pooing layers, and fully 

connected layers. RCNN, Fast RCNN, and 

Faster RCNN are advanced models that 

improved the model’s ability to classify 

and detect objects by introducing concepts 

of the region, region of interested area 

(ROI), and region proposal networks 

respectively [5,6]. Transformers increases 

remarkable performance in natural 

language processing as well as computer 

vision task with big-data set and also 

outperform well with small and medium 

data set. A visual transformer is the first 

computer version model that was used to 

object classification and detection to 

produce a significant result with COCO 

[17]. 

II. Related Work 

1. Kokkalla et al. [9] proposed model 

deep dense model for the classification of 

brain tumors and get 99.69 accuracies 

using a public data set of 3064 images. 

The model performed well with noisy as 

well as unnoisy data. 

2. Kapoor et al. [7] suggested that the 

state-of-the-art layers of the inception 
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model have significantly scaled the 

performance and accuracy of 

convolutional neural networks as well as 

diminishing the computational cost as 

compared to another existing model. 

3. Chlap et al. [15] survey mentions that 

Image augmentation is used to alleviate 

the limited medical image data sources 

and significantly improve the 

performance relay on larger image data 

sets of a deep learning-based model like 

GAN model. 

4. As per Alzubaidi et al. [16] 

Convolutional Neural Network is a very 

popular deep learning network that 

architectures mainly used for the 

classification of plant disease, object 

classification and detection, medical 

image analysis etc. 

5. Abigail et al. [18] provide significant 

improvement in COVID-19 detection by 

using scanned computed tomography 

images and Sars-Cov-2 datasets with the 

vision transformer model to enhance 

accuracy by 2% and 3% on Sars-Cov-2 

datasets and CT COVID images.  

III. Image Augmentation by GAN  

Generative Adversarial Network 

(GAN) is a deep learning-based 

augmentation approach that mainly 

consists of a generator and a 

discriminator, generator is used to create 

the fake or synthesized images and the 

discriminator validates whether the 

produced images are real or fake.  
  

 
Fig 1: Basic Structure of GAN Model 

 

Generative models have the capability to 

produce data instead of estimating the 

probability of density function. it 

outperforms data augmentation and 

mitigates the scarcity of limited source 

data. They possess the properties of high 

dimensionality probability distribution 

representation and manipulation may be 

done in an effective and efficient way 

that can further be used in various 

domains like medical image analysis, 

applied mathematics, Agriculture, etc. 

[12]. 

IV. Deep Learning Based Image 

Classification and Detection 

Models  

1. Convolutional Neural Network 

(CNN)  
Convolutional Neural Networks (CNNs) 

were first introduced by Fukushima in 

1988 and were initially applied to 

handwritten digit classification by LeCun 

et al. CNNs are widely used in Computer 

Vision Applications and are the basic 

building block for state-of-the-art deep 

learning models for object classification 

and detection. The structure of CNN 

consists of an input layer, a hidden layer, 

a fully connected layer, and an output 

layer. However, CNNs require a large 

amount of data to extract features. 

The drawbacks of CNNs include image 

shrinking, where the quality of the image 

can affect the output, and information 

loss, where the corner pixels have less 

involvement, and important information 

may be missing from the output. Overall, 

CNNs have revolutionized the field of 

Computer Vision and continue to be an 

active area of research. 

Fig 2: Basic Architecture of CNN 
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2. RCNN (Region Convolutional 

Neural Network) 

The Convolutional Neural Network 

(CNN) uses regions to extract features 

from input images, which aids in object 

detection. Selective search algorithms 

generate these regions, and classification 

is based on the region. However, there are 

several limitations to the use of RCNN. 

Firstly, the model's training time is 

lengthy. Secondly, RCNN cannot be used 

in real time because it takes too long to test 

each image. Finally, the learning process 

is slowed down by the selective search 

algorithm, leading to the generation of 

poor candidate region proposals. 

3. Fast RCNN 

Fast RCNN is a faster version of RCNN, 

which uses an ROI algorithm to select 

regions of interest from an image to 

generate a convolutional feature map. It 

also uses a selective search algorithm to 

find region proposals, which can make the 

learning rate slower. Fast RCNN 

overcomes the limitations of RCNN by 

providing faster object detection and 

being nine times faster in training. The 

ROI proposals are projected onto the 

feature map, and the ROI pooling is used 

to generate a large number of regions of 

interest. However, ROI pooling can lead 

to performance problems. The network is 

trained using backpropagation, and 

multitask loss is used for estimating 

classes and bounding box regression 

offset. Finally, the best bounding box for 

each class is obtained for detection. 

4. Faster RCNN 
Faster RCNN is an object detection model 

that uses a region proposal network (RPN) 

to increase the detection functionality of 

convolutional neural networks (CNN). It 

consists of two modules: a deep fully 

convolutional network that proposes 

regions, and a Fast R-CNN detector that 

uses the proposed regions. The RPN is a 

type of fully convolutional network that 

can be trained end-to-end for the task of 

generating detection proposals efficiently. 

RPNs are designed to predict region 

proposals in a variety of scales and aspect 

ratios using the Multibox Method, which 

can crop single or multiple large images 

[22]. 

5. Inception Layers 
The inception layer mainly consists of 

1*1, 3*3, 5*5 CNN, and Max-Pooling. 

The importance of the inception layer is to 

provide simultaneous operation 

performed parallelly like convolutional, 

pooling with different sizes of filters (1*1, 

3*3, 5*5…). 

 
Fig 3: Basic Architecture of Inception 

 

The inception layer is an important 

component in the Inception V1, V2, and 

V3 neural network architecture that 

consists of three blocks: A, B, and C. In 

block A, factorization is used to reduce 

computational time by replacing the 5*5 

convolutional layer with two 3*3 

convolutional layers, resulting in a 28% 

reduction in parameters. In block B, a 7*7 

convolutional layer with asymmetric 

factorization is used to reduce 

computational time, and average pooling 

is used for down-sampling. In block C, the 

3*3 convolutional layer is replaced with 

1*3 and 3*1 convolutional layers using 

asymmetric factorization, resulting in a 

33% reduction in parameters. These 

techniques allow for simultaneous parallel 

operations to be performed, including 

convolutional and pooling with different 

filter sizes, while reducing computational 

time and avoiding vanishing gradient 

problems [7,8,21].  

 

6. Transformer Models 

The transformer model comprises various 

layers, including encoder layers, decoder 

layers, position embedding layers, 

flattening layers, and optimization and 

activation layers. The encoder and 

decoder layers use multi-attention and 

self-attention mechanisms to encrypt and 

decrypt the input image, respectively. 
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The position embedding layers 

assign a unique identification number to 

each patch of the input image, which is 

then flattened into a one-dimensional 

vector. Finally, optimization and 

activation functions are used to optimize 

and classify the image using machine 

learning classifiers.  It has achieved 

superior performance compared to 

traditional convolutional neural networks 

in image processing tasks. [19]. 

  

 

Fig 4: Basic Architecture of 

Transformer Mode 

 

Compact Convolution Transformer (CCT) 

is made up of Convolution and 

Transformer. The main purpose of CCT is 

to scale the usability of convolution and 

transformers in computer vision by patches 

of images that are used to exploit local 

information. Compact Vision transformer 

(CVT) uses sequence pooling that utilizes 

the information, eliminating the use of 

class tokenization while getting high 

accuracy. Vit- Lite transformer works well 

with a small-medium image as well as the 

text data set [20]. 

 

V.  Conclusion 
This article discusses generative 

adversarial networks can be used to 

increase the amount of medical image data 

available for analysis, as well as how 

transformer models can be used to improve 

object localization in CT images. To 

address the limitations of existing models 

like CNN, RCNN, Fast-RCNN, and Faster 

RCNN, transformer-based models like 

CCT, CVT, and ViT-LiTe may be more 

effective at accurately detecting and 

recognizing objects. Additionally, 

incorporating Inception layers into 

transformer models can help reduce 

computational time and improve time 

complexity. 
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Abstract: Knowledge in web documents its relevance and ranking of web pages are some of the principal 

researched areas in web content mining (WCM). In addition to the general data mining tools used for 

knowledge discovery in web few attempts have been done but the problems has not being solved to sufficient 

depth. The goal of this systematic study is to make available a comprehensive overview of WCM methods. 

The findings expose that updating dynamic content, efficient content extraction, eliminating noise blocks are 

the most prominent challenges associated with WCM. The solutions which arise still come with their various 

limitations. WCM consist of used Data Update Propagation (DUP), Association rule, Object Dependence 

Graphs, classification techniques, Document Object Model, Vision-Based Segmentation, Hyperlink-Induced 

Topic Search and so on. The study was able to identify the limitations of the current research on the subject 

matter and identify future research opportunities in WCM. 

 

1. Introduction  

Information retrieval using web mining 

refers to the process of using techniques 

from data mining and information retrieval 

to extract useful and relevant information 

from the vast amount of data available on 

the World Wide Web[1].  

 
 

Web mining can be divided into three main 

categories: web content mining, web 

structure mining, and web usage mining. 

Web content mining involves extracting 

useful information from web pages, such as 

text, images, and videos. Web structure 

mining involves analyzing the structure of 

the web, such as links between pages, to 

extract useful information. Web usage 

mining involves analyzing the data related 

to the usage of a website, such as user logs, 

to extract useful information[2]-[5]. 

In information retrieval using web mining, 

the goal is to extract relevant information 

from the web and present it in a way that is 

easily accessible and useful to the user. 

This is typically done through the use of 

search engines, which use algorithms to 

rank web pages based on their relevance to 

the user's query. The process of information 

retrieval using web mining involves a 

combination of techniques from 

information retrieval and data mining, such 

as natural language processing, text 

classification, and link analysis.[6]-[9] 

The goal of information retrieval using web 

mining is to provide users with relevant and 

accurate information in response to their 

queries, and to improve the efficiency and 

effectiveness of search engines in finding 

and ranking web pages.[10] 

 

2. WEB Content Mining  
WCM can be separated into search result 

and webpage content mining [6]. In web 

page content mining useful hidden patterns 

are extracted from web pages contents, 

while search result mining involves using 

the contents of web pages to rank web 

pages for a search query. In carrying out 

WCM task, there are challenging occur in 

automated discovery due to the varied 

structure in web resources [15]. Hence, the 

extraction approaches depend on the web 

page content data type.  

 

 

 

 

 

 

The web page contents can be categorized 

into Structured, unstructured and semi 

Web page Content 

Unstruct

ured  
Unstructured  Semi Structured  
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structured data type. Unstructured data type 

gives rise to unstructured text mining 

methods which includes clustering, 

summarization, information extraction, 

information visualization and topic 

tracking. Structure data type on the other 

hand entails structure data mining 

techniques such as page content mining, 

web crawler and wrapper generation; Semi 

structured data, which entails semi-

structure data mining techniques such as 

web data extraction language, object 

exchange model and top down extraction; 

and lastly multimedia data type which 

entails multimedia data mining methods 

such as shot boundary detection, 

multimedia miner, SKICAT and colour 

histogram matching [8]. Useful 

information such as forum postings, the 

product description is extracted from web 

page content as a result of mining processes 

for several reasons in meeting specific 

needs. For instance, ecommerce websites, 

blogs and forums can be mined to discover 

consumer opinions. Application areas such 

as recommender systems, internet search 

engines, business intelligence, uncovering 

web robots etc. involve the use of different 

WCM techniques. 

Challenges occur in automated discovery 

processes are due to the unavailability of 

structure in web resources [15], hence, 

various techniques are used for different 

data types – unstructured data, which is not 

organized and does not have a specific data 

type; structured data which is organized 

and is managed by a Database Management 

System (DBMS) and semi-structured data 

are partly organized). A typical WCM 

architecture comprises of various 

processes. These processes vary in relation 

to the expected result. According to 

[16,18], WCM architecture consists of 

components which includes; user, web 

server, web content, data mining 

techniques, recommendation engine and 

recommendations. The user searches a web 

server via query or bylinks around the web 

pages; the web contents express the users’ 

interest. Specific contents frequently 

reviewed by the user are noted and 

organized in the form of cluster or 

discovered trends or behavioural pattern, 

using certain data mining algorithms, such 

as hierarchical agglomerative clustering, 

semantic characterization etc. 

 

3. Application Areas of WCM 
The application areas of WCM are divided 

into General websites i.e. random web 

pages seeking to extract specific parameters 

such as Sports – includes papers that are 

sport related e.g. Olympics, world cup etc., 

publishing – content extraction for 

publishing reasons, news – papers showing 

content extraction from news web pages, 

Search Engines – content extraction based 

on the search results of search engines, 

multi-language websites – paper that show 

content extraction from non-English web 

pages i.e. Chinese, Arabic etc. Web pages, 

Educational – online course extraction for 

recommendation, Entertainment – music 

and video extraction, Social media – 

extracting twits for various purposes, 

Tourism – extracting tourist data from 

tourism related webpages. In the Graph 

given below in Figure 1, indicates that, 

general website data has benefited 

extensively from WCM with a percentage 

of 53% followed by News with 21% [17]. 

 
 

4. Methodologies used in WCM 
What are methodologies used in WCM? To 

answer this question, we have focused on 

reviewing the methods employed for the 

most important phase ofweb content 

extraction. Because this phase determines 

the knowledge discovery phase. Most 

commonly used methods are Data Update 

Propagation (DUP) for web content 

extraction, Association Rule for web 

content extraction. Object Dependence 

Graphs (ODG) for efficient web content 
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extraction also used the classification 

technique for effectual content extraction, 

issues such as scalability, noise etc. 

Natural Language Processing (NLP) is used 

to efficiently extract contents from different 

webpages. Document Object Model 

(DOM) is used to optimize web content 

extraction and Vision Based Segmentation 

for efficient content extraction. Hyperlink 

Induced Topic Search (HITS) to efficiently 

extract web contents. 

 

5. WCM Problems 
The specific pitfalls observed with respect 

to various WCM researches include the 

following; data cleaning in WCM is very 

challenging due to the availability of 

additional noise sources from the 

inadequacies of feature extractors. Inability 

to separate web pages that comprise of tags 

like DIV other than the table tag and that’s 

why Chinese news web pages were 

considered for experimentation. In HITS 

algorithm its difficult to find out those hub 

web pages that have few authority pages 

linked with it. introduced a technique called  

Page Content Rank (PCR), it combines 

several heuristics techniques for analysing 

the content of web pages but time 

complexity of obtaining the starting set of 

pages is a weak point 

The automated WCM approach accuracy of 

the categorization approach is limited due 

to the human component.  

As dynamic contents are produced by most 

websites ranging from ecommerce sites to 

sport sites, Creating and updating data on 

these websites are problems for efficient 

web content extraction methods. 

 

6. Conclusion and Future Work  
In this study, a systematic review and 

analysis of paper published in journals, 

conference proceedings and workshops in 

WCM has been done. The intent was to 

assess the current research articles in WCM 

to discover the trend in contributions and to 

identify the problems in WCM. Through 

the review the following were points has 

been observed; 

 Application of WCM to general 

websites has the most attention 

followed closely by websites contains 

one kind of news or the other. Since 

the knowledge discovery techniques in 

WCM remain the same as data mining, 

the major uniqueness’ of methods used 

for WCM is in the pre-processing of 

web content. 

 The techniques commonly used for 

content extraction in WCM are Data 

Update Propagation (DUP), 

Association rule, Object Dependence 

Graphs, classification techniques, 

Document Object Model, Vision 

Based Segmentation, Hyperlink 

Induced Topic Search and so on.   

 Detecting and updating dynamic 

content, efficient content extraction, 

eliminating noise blocks etc are some 

of the problems associated with 

WCM. 

  Most of the solutions proffered in 

literature to the discovered WCM 

problems still come with their various 

limitation, therefore, there is need to 

keep looking for better solutions.   

 Caching dynamic web data, 

representing knowledge in web 

documents, Relevance ranking 

ofwebpages, enhancing string-

matching plagiarism detection 

approach were identified to be under 

researched, thus gives opportunity for 

future research in the areas. The above 

observations imply a very rich 

research opportunity in WCM. It 

reveals the limitations of current 

researches in WCM studies and 

identifies future research 

opportunities. 
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Abstract: With the exponential growth of IoT devices and their increasing connectivity to Fog nodes and Fog 

Servers, it has become crucial to ensure secure data access and authentication to prevent unauthorized access 

and potential security breaches. The paper discusses the limitations of existing authentication mechanisms 

and proposes the use of blockchain technology to provide a secure and decentralized authentication 

mechanism. The authors conclude that blockchain technology can offer significant benefits in terms of 

securing authentication for data access in Fog and IoT environments. However, the adoption of blockchain-

based authentication mechanisms requires a thorough understanding of the technology, its limitations, and 

its potential impact on the existing infrastructure. Therefore, the paper suggests further research in this area 

to optimize the use of blockchain technology for secured authentication in Fog and IoT environments. 

Keywords: Blockchain, Fog Computing, Internet of Things 

 

 

1. INTRODUCTION 

1.1 Fog Computing 

 Fog computing is a paradigm that 

extends cloud computing capabilities to the 

edge of the network, closer to where data is 

generated and consumed. It aims to reduce 

latency and improve the efficiency of data 

processing and analysis by enabling 

computing resources to be located closer to 

the end-users and devices. Fog computing 

provides a scalable and distributed platform 

that can handle large amounts of data 

generated by Internet of Things (IoT) 

devices and other connected devices. 

 Fog computing operates at the edge of 

the network, between IoT devices and the 

cloud, and it consists of a network of nodes, 

such as routers, gateways, and other devices 

that can provide computing, storage, and 

networking resources. These nodes are 

interconnected and can communicate with 

each other, enabling data to be processed 

and analyzed in real-time. 

 The use of fog computing has many 

benefits, such as reducing network 

congestion, improving response times, and 

providing higher reliability and security. 

Additionally, fog computing can enable the 

development of new applications and 

services that require low latency and real-

time processing capabilities, such as 

autonomous vehicles, industrial automation, 

and smart cities. 

 In recent years, fog computing has 

gained significant attention from industry 

and academia, and it has become an 

important research area with many 

challenges and opportunities.  

 

1.2 Internet of Things 

The Internet of Things (IoT) is a 

network of physical devices, vehicles, 

buildings, and other objects embedded with 

sensors, software, and connectivity that 

enable these objects to collect and exchange 

data. IoT devices can be anything from a 

simple temperature sensor to a complex self-

driving car or smart home appliance. 

The concept of IoT has been around for 

many years, but recent advances in 

technology, such as low-cost sensors, 

wireless connectivity, and cloud computing, 

have made it more practical and scalable. 

IoT has the potential to transform many 

industries, such as healthcare, 

transportation, manufacturing, and more, by 

enabling real-time monitoring, predictive 

analytics, and automation. 

       The use of IoT devices offers many 

advantages, such as improved efficiency, 

reduced costs, and increased safety. For  

example. In healthcare, IoT devices can be 

used to monitor patient health remotely, 
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enabling early intervention and reducing 

hospitalization. 

However, the use of IoT devices also 

presents challenges, such as security and 

privacy concerns, interoperability issues, 

and data management. As more devices 

become connected, the potential for cyber-

attacks and data breaches increases, and it is 

important to ensure that appropriate security 

measures are in place. 

 

1.3 Blockchain 

Blockchain is a decentralized and 

distributed ledger technology that enables 

secure and transparent transactions without 

the need for intermediaries. It was first 

introduced in 2008 as the underlying 

technology behind Bitcoin, the first 

decentralized cryptocurrency. However, its 

potential applications go far beyond 

cryptocurrency, and it has become a key 

technology in many industries, such as 

finance, supply chain, healthcare, and more. 

The basic concept of blockchain is to 

create a chain of blocks, where each block 

contains a list of transactions that are 

validated and verified by a network of 

nodes. Each block is linked to the previous 

block in the chain, creating an immutable 

and transparent record of all transactions 

that have occurred. The decentralized nature 

of the blockchain ensures that there is no 

central point of control, and transactions can 

be securely processed and verified by 

anyone on the network. 

The use of blockchain technology 

offers many advantages, such as improved 

security, transparency, efficiency, and 

reduced costs. Blockchain can help to 

eliminate the need for intermediaries, such 

as banks and financial institutions, and 

enable peer-to-peer transactions without the 

need for trust between parties. 

 

2. Research Methodology 
There are several algorithms that can be 

used for secured authentication for data 

access in fog server   and IoT using 

blockchain. Some of the commonly used 

algorithms are: 

 Hashing algorithms: Hashing 

algorithms such as SHA-256, SHA-3, and 

BLAKE2 are commonly used for 

generating secure and unique digital 

fingerprints of data. These algorithms can 

be used for secure data authentication and 

integrity checking in blockchain-based 

systems. 

 Public-key cryptography algorithms: 

Public-key cryptography algorithms such 

as RSA, Elliptic Curve Cryptography 

(ECC), and Digital Signature Algorithm 

(DSA) can be used for secure 

authentication and digital signatures in 

blockchain-based systems. These 

algorithms use public and private key pairs 

to encrypt and decrypt data, ensuring 

secure communication and data access. 

 Consensus algorithms: Consensus 

algorithms such as Proof-of-Work (PoW), 

Proof-of-Stake (PoS), and Delegated 

Proof-of-Stake (DPoS) can be used to 

validate and authenticate transactions in 

blockchain-based systems. These 

algorithms ensure that only valid and 

authenticated transactions are added to the 

blockchain, ensuring secure data access 

and integrity. 

 Smart contract algorithms: Smart 

contract algorithms such as Solidity, 

Vyper, and Rust can be used to develop 

secure and programmable contracts in 

blockchain-based systems. These contracts 

can be used to enforce rules and conditions 

for data access and transactions, ensuring 

secure and authorized access to data. 

 Encryption algorithms: Encryption 

algorithms such as Advanced Encryption 

Standard (AES), Data Encryption Standard 

(DES), and Triple DES can be used to secure 

data at rest and in transit in blockchain-

based systems. These algorithms use 

encryption keys to protect data from 

unauthorized access and ensure secure data 

access and transmission. 

Overall, the selection of the appropriate 

algorithms for secured authentication for 

data access in fog server and IoT using 

blockchain depends on the specific 

requirements of the system and the level of 

security and authentication needed for the 

data access. 

 

3. Literature Review 
The convergence of blockchain, fog 

computing, and the Internet of Things (IoT) 

has created a new paradigm for secure and 

efficient data access and management. In 
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this section, we review the literature on 

secured authentication for data access with 

blockchain in fog and IoT. 

One of the key challenges in fog and 

IoT environments is ensuring secure 

authentication and access control for 

devices and users. Traditional 

authentication mechanisms, such as 

passwords and biometrics, are often not 

sufficient in these environments, where 

devices and users may be constantly on the 

move and connected to different networks. 

Blockchain technology offers a 

potential solution to this challenge by 

providing a secure and decentralized 

platform for authentication and access 

control. Several studies have proposed 

blockchain-based authentication 

mechanisms for IoT and fog environments. 

For example, Huang et al. (2018) proposed 

a blockchain-based authentication 

mechanism that uses smart contracts to 

manage access control policies for IoT 

devices [1]. 

Another approach is to use blockchain 

as a distributed identity management system 

for IoT and fog devices. In this approach, 

each device is assigned a unique blockchain-

based identity, which can be used to 

authenticate and authorize access to 

resources. Wang et al. (2019) proposed a 

blockchain-based identity management 

system for IoT devices that provides secure 

and decentralized authentication and access 

control [2]. 

In addition to authentication and access 

control, blockchain can also be used to 

provide secure data sharing and 

management in fog and IoT environments. 

For example, Wang et al. (2018) proposed a 

blockchain-based data sharing platform for 

IoT devices that enables secure and 

transparent data sharing among devices and 

users [3]. 

Aman et al. proposed a lightweight 

authentication mechanism ignoring the need 

for saving the secret keys in a central server. 

The problem detected by the researcher that 

the existing mechanism require to store 

authentication credentials on a secure 

server. The proposed mechanism is depend 

on Physical Unclonable Functions (PUFs), 

the physical functions that are based on the 

physical properties of the devices and are 

nearly impossible to imitate. The problem 

with the proposed mechanism is that it 

requires atleast 5 exchanges of 

authentication messages. Moreover, PUF 

based authentication data is stored on the 

server node that is prone to single point of 

failure attack [4]. 

The authors proposed a systematic 

authentication mechanism for end devices 

that require very little information about 

devices which leads to increase in its 

privacy. The mechanism is composed of 

short group signatures and Shamir's secret 

sharing scheme. The Shamir's secret sharing 

scheme is used for the establishment and 

distribution of encryption keys for secure 

communication while a short group 

signature provides anonymity to the signers' 

identity. The main problem with the 

mechanism is that it needed to store the 

secret in every device to anonymize the 

identity and thus requires high storage 

space. In addition to this, the mechanism 

requires a higher number of message 

exchange for Authentication [5]. 

Prosanta et al. proposed a lightweight 

two-factor authentication mechanism for 

IoT devices which authenticate the IoT 

device and incorporate the physical 

properties of the device to identify and 

eliminate the physical attacks on the device 

like impersonation attacks and side channel 

attacks. The main restriction in this 

mechanism is that the authentication data is 

stored in a centralized server. Moreover, the 

mechanism requires 5 exchanges of 

messages between the device and the server 

[6]. 

The authors focused on the problem of 

remote attestation mechanisms of the 

devices for either IoT or Cyber-Physical 

Systems. The devices involved in this 

systems are resource constraint and 

therefore could not handle complex 

computation. The authors proposed a 

software-based remote authentication 

mechanism which is based on the physical 

behavior of the devices. In the proposed 

mechanism the memory is filled, and the 

filling rate is monitored. The mechanism 

requires the storage of hardware properties 

on a local server. Every time a device wants 

to authenticate, the hardware signature is 

taken for the device and matched with the 
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one stored on the local server. Thus, the 

mechanism is not efficient for the 

environments which involve resource 

constrained devices [7]. 

Finally, there is a growing interest in 

the use of blockchain-based smart contracts 

for secure and efficient data access and 

management in fog and IoT environments. 

Smart contracts are self-executing contracts 

that are stored on the blockchain and can be 

programmed to automatically execute when 

certain conditions are met. For example, Xu 

et al. (2019) proposed a blockchain-based 

smart contract system for IoT devices that 

enables secure and efficient data access and 

management [8]. 

 

Overall, the literature suggests that 

blockchain can provide a secure and 

decentralized platform for authentication, 

access control, and data sharing in fog and 

IoT environments. However, there are still 

many challenges that need to be addressed, 

such as scalability, interoperability, and 

regulatory issues. Further research is needed 

to optimize the use of blockchain 

technology in fog and IoT environments and 

address the challenges associated with its 

adoption. 

 

4. CONCLUSION 
In conclusion, securing data access 

in fog server and IoT using blockchain is a 

critical area of research. Developing a 

secured authentication system for data 

access in fog server and IoT using 

blockchain can help ensure that only 

authorized parties have access to the data, 

and that the data is not tampered with or 

altered in any way. 

The use of various algorithms such 

as hashing algorithms, public-key 

cryptography algorithms, consensus 

algorithms, smart contract algorithms, and 

encryption algorithms can help ensure the 

security and authentication of data access in 

fog server and IoT using blockchain. The 

selection of the appropriate algorithms 

depends on the specific requirements of the 

system and the level of security and 

authentication needed for the data access. 

Overall, the development of a 

secured authentication system for data 

access in fog server and IoT using 

blockchain is a complex and ongoing 

process that requires continuous research 

and development to stay ahead of potential 

security threats and vulnerabilities. By 

employing best practices and leveraging the 

latest technologies and algorithms, it is 

possible to develop a robust and secure 

authentication system for data access in fog 

server and IoT using blockchain. 
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Abstract: For a very long time, weather forecasting has been a crucial scientific area. Recurrent Neural 

Networks (RNN) have demonstrated promising results in weather forecasting in recent years. Recurrent 

Neural Networks are an obvious choice for weather forecasting since they are an effective model for time 

series forecasting. In particular, this work investigates the application of RNNs to anticipate temperature, 

humidity, rain, and wind speed. Using loops to store and convey information from one step of the sequence to 

the next, RNNs are strong neural networks that can process sequential input. The results of the study 

demonstrate that RNNs can be a useful technique for forecasting weather, with excellent accuracy in both 

short-term and long-term predictions. 
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1. Introduction 

 Due to the complexity and dynamic 

structure of the Earth's atmosphere, 

forecasting the weather has always been a 

serious difficulty for scientists and 

meteorologists. Even so, there has been an 

increase in interest in creating machine 

learning models for weather forecasting as a 

result of technological improvements and 

the accessibility of vast amounts of data. The 

Recurrent Neural Network is one such 

model that has gained prominence in recent 

years (RNN). The ability to process 

sequential input makes RNNs a particular 

class of neural network that is particularly 

suited for time-series data, such as weather 

data. They have been demonstrated to 

perform better than conventional statistical 

models in a number of fields, including 

weather prediction. 

 The purpose of this study is to examine 

how well RNN models predict the weather. 

We will look into how RNNs may be used to 

accurately predict several weather variables, 

such as temperature, rain, humidity, and 

wind speed, while also capturing the 

intricate temporal dependencies in 

meteorological data. We'll start by giving a 

general overview of RNNs and its 

architecture for forecasting the weather. 

Ultimately, the goal of this study is to add to 

the expanding body of research on the 

application of machine learning models for 

weather forecasting and to provide light on 

the efficiency of RNNs in this context[1]. 

2. Literature review 

Several research have demonstrated 

the capability of RNN models to predict 

weather variables like temperature, 

humidity, wind speed, and precipitation. In 

order to anticipate air quality in metropolitan 

areas, Hu et al. suggested an RNN-based 

model in 2017. This model incorporates 

meteorological factors and patterns of 

human activity. The suggested approach 

outperformed more established statistical 

models in terms of accuracy[2]. 

In order to anticipate the weather, Park 

et al. in 2018 suggested a hybrid model that 

combines RNN and Long Short-Term 

Memory (LSTM) models. Compared to 

conventional statistical models, the 

suggested approach was more accurate at 

predicting temperature and humidity. The 

same year, Yu et al. introduced an RNN-

based model for forecasting precipitation 

that makes use of both numerical weather 

prediction data and remote sensing data. In 

comparison to other machine learning 

models and conventional statistical models, 

the suggested model performed better[3]. 

A deep learning model for weather 

forecasting that mixes Convolutional Neural 

Networks (CNN) and RNN was put forth by 

Zhang et al. in 2019. In comparison to 

existing machine learning models and 

conventional statistical models, the 

suggested model was able to predict 

temperature, precipitation, and wind speed 

with a higher degree of accuracy. The same 

year, Yang et al. introduced an RNN-based 

model for temperature and precipitation 
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forecasting that makes use of spatiotemporal 

data. The suggested model outperformed 

other machine learning models and 

conventional statistical models in terms of 

performance. 

3. Recurrent Neural Network 

A sort of artificial neural network 

called a recurrent neural network (RNN) is 

made to deal with sequential data, such as 

time-series data or tasks involving natural 

language processing. RNNs contain an 

internal state or memory that allows them to 

process inputs sequentially, in contrast to 

standard feedforward neural networks that 

receive incoming data in a predetermined 

order and have no recall of prior inputs. 

RNNs make predictions by using the full 

input sequence by using feedback 

connections to convey information from one 

stage of the sequence to the next. 

Forecasting the weather frequently 

makes use of recurrent neural networks. 

When it comes to time series forecasting 

jobs like weather prediction, RNNs, a 

particular class of neural network, are ideally 

suited. They are created expressly to cope 

with sequential data. RNNs can be used in 

weather forecasting to examine historical 

weather data and make predictions about 

future weather conditions based on patterns 

and trends found in the data. These models 

are capable of accounting for a broad range 

of weather-related variables, including 

temperature, humidity, wind speed, and 

atmospheric pressure[1]. 

4. Working Recurrent Neural 

Network 

Recurrent neural networks (RNNs) are 

a kind of neural networks in which the 

results of one step are fed into the current 

step's input. Traditional neural networks 

have inputs and outputs that are independent 

of one another, but there is a need to 

remember the previous words in situations 

where it is necessary to anticipate the next 

word in a sentence. As a result, RNN was 

developed, which utilised a Hidden Layer to 

resolve this problem. The Hidden state, 

which retains some information about a 

sequence, is the primary and most significant 

characteristics of RNNs. RNNs have a 

"memory" that retains all data related to 

calculations. It executes the same action on 

all of the inputs or hidden layers to produce 

the output, using the same settings for each 

input. In contrast to other neural networks, 

this minimizes the complexity of the 

parameter set[4]. 

    Input 

        ↓ 

    Input_x 

        ↓ 

 RNN Layer    

        ↓ 

    Output_x 

        ↓ 

   Output 

A neural network that is made to 

handle sequential data is known as a 

recurrent neural network (RNN). Given that 

it can consider the sequence of inputs and 

use that information to create predictions or 

judgments, it differs from other forms of 

neural networks like feedforward neural 

networks. RNNs' major goal is to build loops 

into the network so that data can be 

transmitted from one stage of the sequence 

to another while being stored in the network. 

By doing so, the network is able to preserve 

a kind of memory and take previous inputs 

into account when processing new ones 

An RNN is given an input vector 

and a hidden state vector from the previous 

time step at each iteration. The input vector 

and hidden state vector both hold data about 

the current input and past input, respectively. 

Following that, the RNN computes an output 

vector and a fresh hidden state vector using 

these vectors, which are then sent on to the 

following time step. The hidden state vector 

serves as a memory that stores data about the 

prior inputs in the sequence, whilst the 

output vector is used to produce predictions. 

This enables the network to leverage 

historical information to improve its future 

predictions[5]. 

7. Conclusions 

In terms of weather forecasting, RNN 

models have produced encouraging results. 

RNN models can predict meteorological 
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variables including temperature, humidity, 

wind speed, and rain efficiently, according 

to recent studies. The suggested models 

outperformed other machine learning 

models and more conventional statistical 

models in terms of accuracy. Yet, there is 

still opportunity for advancement in terms of 

computational effectiveness and precision. 

The development of more effective RNN 

models for weather forecasting can be the 

subject of future study. 
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Abstract: The use of digital data exchange is increasing day by day in every field. Information security plays 

very important role in storing and transmitting the data through unsecured channel. Cryptography plays a 

very important role in the network security to maintain the CIA triad that is Confidentiality, Integrity and 

Authentication of information. In data storage and transmission process, the security of information is much 

important. Using cryptography, the data is encoded before sending it and decoded after receiving, for this 

purpose, there are various cryptographic algorithms. Symmetric key and asymmetric key are the major two 

types of cryptographic algorithms. AES and DES are most commonly used symmetric key cryptographic 

algorithms. This paper deals with the design and implementation of AES and DES algorithm. The hybrid 

technique is developed to achieve better performance. The encryption and decryption time of AES, DES and 

hybrid algorithm is compared and it is analysed.  

Keywords: Symmetric Key Cryptography, Data Encryption Standard, Advanced Encryption Standard 

 

1. Introduction 

Cryptography is a technique used to 

avoid unauthorized access of data. It has two 

main components an encryption algorithm, 

and a Key. Sometime, multiple keys can also 

be used for encryption. A number of 

cryptographic algorithms available are DES, 

AES, TDES, RSA and so on [1][2].  

The strength of the encryption algorithm 

depends upon their keys.  Strong encryption 

algorithms and optimized key management 

techniques always help in achieving 

confidentiality, authentication and integrity of 

data and reduce the overheads of the system. If 

the key is long then more computing time will 

require to crack the code and it becomes 

difficult for the hacker to detect the 

cryptographic model.  Basically, cryptography 

is divided into  two  categories :Symmetric key 

cryptography and  Asymmetric key 

cryptography. In symmetric cryptography the 

key used to encrypt the message is the same as 

the key  decrypting the message whereas in 

asymmetric  cryptography  different  key  is  

used  for  encryption  and  decryption[7]. 

Security of internet banking account 

passwords, email accounts password etc. 

requires text protection in digital media. 

Network security protocols such as SSL or 

IPSec use encryption to protect Internet traffic 

from eavesdropping. In the same way image 

transmission and storage during industrial and 

research processes requires image protection.  

 

2. Data Encryption Standard (DES) 

Algorithm 
Data Encryption Standard is designed 

by IBM in 1974 and adopted in 1977. It is a 

block cipher algorithm. It was the first 

encryption standard to be published by NIST. 

Initially it was considered as a strong 

algorithm, but today the large amount of data 

and short key length limits the use of DES [3]. 

 
Figure 1 : The conceptual working of DES 

 

DES operates on the 64-bit blocks and returns 

ciphertext blocks of the same size using key 

size of 56 bits. Thus DES results in a 

permutation among the 2^64 possible 

arrangements of 64 bits, each of which may be 

either 0 or 1. Each block of 64 bits is divided 
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into two blocks of 32 bits each, a left half block 

L and a right half block R [4]. 

 
Figure 3.2: DES Encryption/Decryption 

Process 

Applications of DES 

i) Data Encryption:  DES is used to encrypt a 

64-bit plaintext input to a 64-bit cipher text 

output.  These modes of operation ECB, CFB, 

CBC and OFB permit the use of DES for 

interactive terminal to host encryption, 

cryptographic key encryption for automated 

key management applications, file encryption, 

mail encryption, satellite data encryption, and 

other applications.  

ii) Data Authentication: DES can be used to 

produce a cryptographic checksum that can 

protect against both accidental and intentional, 

but unauthorized, data modification. 

iii) Data Encryption and Authentication: 
The same data may be protected by both 

encryption and authentication. The data are 

protected from disclosure by encryption and 

modification is detected by authentication.  

iv) Data Storage and Mail Systems: 
Encryption and authentication may be used to 

protect data stored in computers. Many 

computer systems encrypt passwords in a one-

way fashion for storage in the computer 

memory. When a user signs on the computer 

and enters the password, it is encrypted and 

compared with the stored value. If the two 

encryptions are equal the user is permitted 

access to the computer; otherwise access is 

denied. The encrypted password is often 

created by using DES; setting the key equal to 

the password and the plaintext equal to the 

user's identity.  

The DES may also be to provide for secure 

mail. A cryptographic header that contains the 

information necessary to decrypt and 

authenticate a mail file is automatically 

appended to the file that is transmitted to the 

receiver. The receiver may then decrypt and 

authenticate the file in a near transparent 

manner. 

v) Electronic Funds Transfers (EFT): 
Perhaps the most significant use of the DES is 

for the protection of retail and wholesale 

electronic funds transfer messages. The retail 

and wholesale financial communities have 

developed standards for the authentication of 

EFT. DES is used in automatic teller 

machines, point of sale terminals, 

workstations, and host computers. The 

flexibility of the basic DES algorithm permits 

its use in a wide variety of EFT applications 

vi) Electronic Business Data Interchange:  

Electronic transmissions among buyer, 

seller, and banker will have to be protected 

from modification and eavesdropping. In most 

cases cryptography provides the only 

Electronic business data interchange will 

incorporate several DES-based standards. 

ANSI X9.9 will provide protection against 

unauthorized modification and replay; the 

methods of draft ANSI Standard X9.23 will 

prevent unauthorized disclosure; and the 

secure generation, distribution, and storage of 

DES keys will be accomplished using the 

techniques specified in ANSI Standard X9.17. 

Currently General Motors and seven 

associated banks are using the method 

specified in these standards to protect their 

business transactions [5][6]. 

 

3.Advanced Encryption Standard 

(AES) Algorithm  
In the late 1990s, the U.S. National Institute of 

Standards and Technology (NIST) conducted 

a competition to develop a replacement for 

DES. The winner, announced in 2001, is the 

Rijndael algorithm, destined to become the 

new Advanced Encryption Standard. Rijndael 

mixes up the SPN model by including Galios 

field operations in each round. Somewhat 

similar to RSA modulo arithmetic operations, 

the Galios field operations produce apparent 

gibberish, but can be mathematically inverted. 

AES have Security is not an absolute; it’s a 

relation between time and cost. Currently, 

there are speculations that military intelligence 

services possibly have the technical and 

economic means to attack keys equivalent to 
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about 90 bits, although no civilian researcher 

has actually seen or reported of such a 

capability [7]. 

AES is a block oriented symmetric key 

encryption algorithm. It is developed in 2000 

and considered to be more secure than Data 

Encryption Standard (DES) algorithm. AES is 

based on the design principle known as 

substitution permutation network. 

It operates on a 128 bit data block at a time 

and uses 128, 192 or 256 bits key length and 

uses 10, 12 0r 14 rounds. If both block length 

and key length are 128 bits, AES will perform 

9 processing rounds. If the block and key are 

192 bits, AES will perform 11 processing 

rounds. If the block and key are 256 bits [8], 

then it performs 13 processing rounds. Each 

processing rounds involves four steps. 

A data block is partitioned into an array of 

bytes. Such bytes are interpreted as a finite 

field elements using polynomial 

representation. The input is divided into 16 

bytes and then arranged into a 4x4 matrix 

column wise [9]. This matrix is known as the 

state matrix. The original 128-bit key is also 

divided in to 16 bytes as like 128 bit data and 

arranged in the form of 4x4 matrixes. This 

matrix is called keyMatrix. 

Both these matrices form the necessary inputs 

to the algorithm.  

AES encryption includes, 

1) An initial round (0) 

2) Nine general rounds (1 to 9) and 

3) A final round (10) 

In round(0) the two matrices are simply 

XORed under AddRoundKey transformation. 

The output of Round0 is given as the input to 

Round 1. Each round composed of four 

distinct, uniform and invertible 

transformations: Subbytes, ShiftRows, 

MixColumn and AddRoundKey as shown in 

the following figure[10]. 

 

 
Figure 2: Structure of AES Encryption 

 

4. Analysis and Design 
There are two approaches of 

cryptography: encryption and decryption. For 

both the approaches proposed algorithm. 

Proposed algorithm is the combination of two 

symmetric key algorithms AES and DES. The 

following figure shows the block diagram for 

proposed algorithm. 

 

 

 

 

 

 

 

 

 

 

 

   

   

 

            

                                                  
     Figure 3: Block Diagram for Proposed 

Algorithm  

                                                      

 

Proposed Algorithm  

Convert Image into 

Grayscale 

Record the time required for 

Encryption and Decryption 

Input image from the 

database 
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This research work presents new hybrid 

algorithm for cryptography. For this purpose 

the Proposed Algorithm is are organized as 

follows. 

 First take the image as an input from the 

datasets (either SVT[11]or NEOCR[12][13]).  

 Convert the image into grayscale. 

 Apply proposed method, which is the 

combination of AES and DES algorithms. 

 Record the time required for encryption and 

decryption. 

 Display the results of Proposed method  

 Find the results for both the databases. 

In proposed algorithm I the key entered for 

AES is encrypted using DES algorithm. The 

encrypted key is used for image encryption 

and decryption. 

 

5. Performance Evaluation and Results 
 

Results and Graphs for Proposed 

Algorithm  

Following graph 1 show the 

comparison of encryption time required for 

AES and proposed algorithm.   

 
Graph 1 Comparison of encryption time 

required for AES and proposed algorithm I for 

image files (1-25) from SVT dataset 

 

Graph 1 the comparison of encryption time of 

AES and proposed algorithm  for image files 1 

to 25 from SVT dataset. From the graph it is 

clear that the encryption time of proposed 

algorithm is more than the encryption time of 

AES. 

 

Graph 2 Comparison of decryption time 

required for AES and proposed algorithm for 

image files (1-25) from SVT dataset 

Graphs 2 shows the comparison of decryption 

time of AES and proposed algorithm  for 

image files 1 to 25 from SVT dataset. From the 

graph it is clear that the decryption time of 

proposed algorithm is less than the 

decryption time of AES. 

 

 
Graph 3 Comparison of encryption time 

required for AES and proposed algorithm for 

image files (1-25) from NEOCR dataset 

 

Graphs 3 shows the comparison of encryption 

time of AES and proposed algorithm for image 

files 1 to 25 from NEOCR dataset. From the 

graph it is clear that, we got the better results 

for NEOCR dataset as compared to SVT 

dataset. The encryption time of proposed 

algorithm I is less for most of the images in 

NEOCR dataset. 

 
Graph 4 Comparison of decryption time 

required for AES and proposed algorithm for 

image files (1-25) from NEOCR dataset 

 

Graphs 4 shows the comparison of decryption 

time of AES and proposed algorithm for image 

files 1 to 25 from  NEOCR dataset. From the 

graph it is clear that, the decryption time for 

proposed algorithm is less as compared to the 

decryption time of AES. 

 

6.  Conclusion 

The developed hybrid technique provide a 

more security compared to the existing one.  

Brute force attack on this technique is very 

difficult to use. We have developed and 

implemented a Graphical User Interface (GUI) 
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for our developed hybrid cryptography 

technique. The developed GUI provides a 

friendly user environment for encrypting and 

decrypting the image files from both SVT and 

NEOCR datasets also provides user the 

opportunity of selecting encryption algorithm 

of his choice to encrypt and decrypt data. 

The proposed algorithm have been 

implemented and simulation results have been 

achieved using MATLAB 2013a. The hybrid 

technique that is the proposed algorithm 

increase the level of security as compared to 

the existing technique where only AES is used. 

In this method the image is encrypted with 

AES and the key of AES are again encrypted 

with a DES. Results prove that the proposed 

algorithm provides higher security than the 

existing one. Therefore proposed algorithm is 

efficient in terms of security. 
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Abstract: Mobile ad-hoc network’s (MANET’s) are framework less portable organization's that have no 

proper switches. All hubs are equipped for development and can be associated progressively in an erratic way 

utilizing radio waves. This paper centers around investigation of Mobile ad-hoc Networks (MANET’S), and 

its arrangement and attributes. This paper likewise centers on the issues and difficulties that are forced by 

Versatile specially appointed Organizations (MANET'S). 
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I. INTRODUCTION 
Remote organizations have become 

progressively famous in the figuring 

business, since their rise during the 1970s. 

This is especially evident inside the previous 

ten years which has seen remote 

organizations being adjusted to empower 

versatility. There are as of now two varieties 

of versatile remote organizations. The first is 

known as infrastructure networks, i.e., those 

organizations with fixed and wired passages. 

The extensions for these organizations are 

known as base stations. A versatile unit inside 

these organizations interfaces with, and 

speaks with, the closest base station that is 

inside its correspondence span. As the 

versatile goes out of scope of one base station 

and goes into the scope of another, a 

"handoff" happens from the old base station 

to the new, and the portable can proceed with 

correspondence consistently all through the 

organization. Average uses of this kind of 

organization incorporate remote 

neighborhood (WLANs).  

The second kind of versatile remote 

organization is the framework less portable 

organization, regularly known as a Portable 

impromptu organization (MANET). 

Foundations less organizations have no 

decent switches; all hubs are fit for 

development and can be associated 

powerfully in an erratic way. Hubs of these 

organizations capability as switches which 

find and keep up with courses to different 

hubs in the organization. Model utilizations 

of specially appointed networks are crisis 

search-and-salvage tasks, gatherings or 

shows in which people wish to rapidly share 

data, and information securing activities in 

ungracious landscapes  

II. CLASSIFICATION 
Versatile specially appointed 

networks (MANET'S) are of following kinds: 

❒Vehicular Ad hoc Networks (VANETs): - 

These are utilized for correspondence among 

Vehicles and among vehicles and side of the 

road gear. 

❒ Internet based mobile ad hoc networks 

(iMANET):-  

These are ad hoc networks that connect 

versatile hubs and fixed Web passage hubs. In 

such kind of organizations ordinary Ad hoc 

outing algorithms don't matter 

straightforwardly. 

❒Intelligent vehicular ad hoc networks 

(InVANETs):-  

These are a sort of man-made 

brainpower that assists vehicles with acting in 

savvy habits during vehicle-to-Vehicle 

impacts, mishaps, plastered driving and so 

forth. 

 

III. FEATURES 
Mobile ad-hoc networks (MANET’s) 

have following attributes: 

 No infrastructure – flat network 

 Radio communication – shared 

medium 

 Every computer or device (node) is a 

router as well as end host 

 Nodes are in general autonomous 

 Mobility – dynamic topology 

 Limited energy and computing 

resources 

 Unreliability of wireless links 

between nodes 

 Lack of incorporation of security 

features in statically configured 
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wireless routing Protocol not meant 

for ad hoc environments. 

IV. ISSUES IN MOBILE AD-HOC 

NETWORKS 

There are a few issues inside ad hoc 

networks that make them extremely 

confounded to coordinate with the current 

worldwide web. The issues are tended to 

underneath: 

 Routing 

Routing is one of the most muddled 

issues to settle as ad hoc networks have a 

consistent network to different gadgets in its 

area. As a result of multi jump directing no 

default course is accessible. Each hub goes 

about as a switch and advances each other's 

bundles to empower data dividing among 

versatile hubs. 

 Security 

Obviously a remote connection is 

significantly more powerless than a wired 

connection. The study of breaking the 

encryption and Overhang dropping on radio 

connections has happened starting from the 

principal encryption of radio connections was 

laid out. 

 Quality of Service (QoS) 

  QoS is a troublesome undertaking for 

the engineers, since the geography of a 

specially appointed organization will 

continually change. Saving assets and 

supporting a specific nature of 

administration, while the organization 

condition continually changes, is 

exceptionally difficult.  

V. CHALLENGES IN MOBILE AD-

HOC NETWORKS 

 Host is no longer an end system - 

can also be an acting intermediate 

system 

 Changing the network topology over 

time 

 Potentially frequent network 

partitions 

 Every node can be mobile 

 Limited power capacity 

 Limited wireless bandwidth 

 Presence of varying channel quality 

 No centralized entity – distributed 

 How to support routing? 

 How to support channel access? 

 How to deal with mobility? 

 How to conserve power? 

 How to use bandwidth efficiently 

VI. REVIEW OF LITERATURE 
  Mobile ad hoc networks (MANETs) 

are perplexing circulated frameworks that 

contain remote portable hubs that can 

unreservedly and progressively arrange 

themselves into erratic and brief, 'specially 

appointed' network geographies, permitting 

individuals and gadgets to consistently 

internetwork in regions with no previous 

correspondence foundation, as in the event of 

calamity recuperation conditions. Ad hoc 

networking systems administration idea is 

definitely not another one, having been 

around in different structures for more than 

30 Years. Generally, strategic organizations 

have been the main correspondence 

organizing application that followed the 

specially appointed worldview. With the 

presentation of new innovations, for example, 

the Bluetooth, IEEE 802.11, possible 

business MANET organizations have been 

made external the tactical space. These new 

advancements have been creating a 

reestablished and developing interest in the 

innovative work of MANET [1]. 

As of late, the famous development 

of versatile registering gadgets, which 

principally incorporate workstations, 

individual advanced partners (PDAs) and 

handheld advanced gadgets, has caused a 

progressive change in the processing scene: 

figuring won't just depend on the capacity 

given by the PCs, and the idea of universal 

processing arises and becomes one of the 

exploration areas of interest in the software 

engineering society [2]. 

In the omnipresent figuring climate, 

individual clients at the same time use a few 

electronic stages through which they can get 

to all the expected data at whatever point and 

any place they might be [3]. 

The pervasive idea of figuring has made it 

obligatory to embrace remote organization as 

the interconnection strategy: it isn't workable 

for the universal gadgets to get wired network 

interface at whatever point and any place they 

need to interface with other omnipresent 

gadgets. The Portable Impromptu 

Organization is one of the remote 
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organizations that have drawn in significant 

pushed from numerous scientists [4].  

A Mobile Ad hoc NETwork35 

(MANET) is an arrangement of remote 

portable hubs that progressively put together 

themselves in erratic and transitory 

organization geographies. Individuals and 

vehicles can accordingly be internetworked in 

regions without an as of now correspondence 

framework or when the utilization of such 

foundation requires remote augmentation [5]. 

Maybe the most broadly acknowledged and 

recognized thought of a versatile impromptu 

organization is an organization framed with 

next to no focal organization, comprising of 

portable hubs that utilization a remote 

connection point to send bundle information. 

As the hubs in an organization of this sort can 

act as switches and has, they can advance 

bundles for the benefit of different hubs and 

run client applications [6]. 

Portable Mobile ad hoc networks are 

frameworks that are independent, included 

various versatile hubs that convey through 

remote method for correspondence. They are 

self-coordinated, self-arranged and self-

controlled framework less organizations. 

These organizations can be set up and sent 

rapidly on the grounds that it has a basic 

foundation set-up and no focal organization 

[7]. 

Mobile ad hoc networks (MANET’s) are self-

designing and framework less organizations 

that are contained versatile hubs which impart 

over remote connections with no focal control 

and on a shared premise. These singular hubs 

go about as switches to advance both their 

own information and furthermore their 

neighbor's information by sending and 

getting parcels to and from different hubs in 

the organization. The self-arrangement and 

the speedy sending make impromptu 

organizations reasonable for crisis 

circumstances (like human or cataclysmic 

events) and for military activities [8]. 

One situation is laying out 

correspondence between various specialists 

in a catastrophe recuperation activity where 

for example firemen need to associate with 

nearby ambulances and traffic light, in 

conditions where the typical correspondence 

foundation is obliterated or generally 

delivered unusable. In such circumstances an 

assortment of versatile hubs with remote 

organization connection point can shape a 

short lived network [9]. 

Mobile ad hoc networks (MANET’s) 

are independent frameworks of versatile hubs 

associated by remote connections. These 

hubs are in this manner allowed to randomly 

move. The geography of these organizations 

changes powerfully and unusually. MANETs 

have numerous attributes that make them 

unique in relation to other remote and wired 

networks that are generally perceived [10, 11, 

12, 13, and 14]: 

1. Multi-hop correspondences:  

The correspondence between any 

two distant Hubs in MANET is performed by 

various go-between hubs whose capabilities 

are to hand-off information parcels starting 

with one point then onto the next. 

Accordingly, specially appointed networks 

need the help of multi-bounce interchanges. 

2. Compelled Assets:  

For the most part, MANET gadgets 

are little hand-held gadgets going from 

individual advanced associates (PDAs) and 

workstations down to phones. These gadgets 

to be sure have impediments due to their 

confined nature; they are many times battery-

worked, with little handling and storage 

spaces. 

3. Infrastructure less:  

MANETs are framed in light of the 

joint effort between independent hubs, shared 

hubs that need to speak with one another for 

particular reason, with no pre-arranged 

framework or base station. 

4. Dynamic Geography:  

MANET hubs are allowed to move, 

subsequently the availability between hubs in 

MANET can change with time, since tributes 

can move randomly; hence the hubs can be 

powerfully inside and outside the 

organization, continually changing their 

connections and geography, Prompting 

change in the steering data all the time 

because of the development of the hubs. 

Consequently, the imparted joins between 

hubs in MANET can be bi-directional or 

unidirectional. 

5. Restricted Gadget Security:  

MANET gadgets are normally little 

and can be moved starting with one spot then 

onto the next, and afterward they are not 

obliged by area. Sadly, thus these gadgets 

could be handily lost, taken or harmed. 
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6. Restricted Actual Security:  

For the most part, MANETs are more 

vulnerable to actual layer assaults than wired 

network; the chance of ridiculing, snooping, 

sticking and refusal of administration (DoS) 

assaults ought to be painstakingly thought of. 

By contrast the decentralized idea of MANET 

improves them safeguarded against single 

disappointment focuses. 

7. Short Reach Availability:  

MANETs depend on radio 

recurrence (RF) innovation to associate, 

which is overall viewed as short reach 

correspondence. Consequently, the hubs that 

need to impart straightforwardly should be in 

the nearby recurrence scope of one another. 

To manage this impediment, multi-jump 

directing systems have hence to be utilized to 

interface far off hubs through delegate ones 

that work as switches. 

Characteristic Issues of Mobile Ad Hoc 

Networks [15]: 

1. Unreliable wireless communication 

between hubs: Versatile hubs don't 

predictably partake in correspondence, since 

their energy asset is very restricted. 

2. Non-disavowal:  

The powerlessness of any hub inside a 

MANET to invalidate the way that it is a 

source of a message. This prerequisite is 

given by delivering a mark to each message. 

In a typical encryption system by the public 

key technique, each hub in a MANET signs a 

message by utilization of a confidential key. 

Any remaining hubs confirm the marked 

message with this hub's public key, 

subsequently he can't nullify that his mark is 

connected to the message. 

3. Availability represents the availability of 

all network services and resources to 

legitimate network users, which is essential 

for preserving the network structure during 

the attacks.  

4. Access control is a strategy for 

counteraction of unapproved access and 

utilization of organization frameworks and 

assets Difficulties in Versatile impromptu 

organizations the primary test of MANETs is 

their weakness to security assaults and how to 

work safely and effectively while saving its 

own assets [15]. 

MANET hubs are normally 

recognized by their restricted power, 

handling, and memory assets as well as 

serious level of portability. In such 

organizations, the remote portable hubs may 

powerfully enter the organization as well as 

leave the organization. Because of the 

restricted transmission scope of remote 

organization hubs, various bounces are 

normally required for a hub to trade data with 

some other hub in the organization [16]. 

The difficulties of supporting Nature 

of Administration in specially appointed 

networks are the means by which to save 

transmission capacity and how to ensure the 

predefined delay for constant application 

information streams. For remote 

transmissions, the channel is divided between 

neighbors. In this way, the accessible 

transmission capacity relies upon the 

adjoining traffic status, as does the 

postponement. Because of this trademark, 

supporting QoS isn't possible by the actual 

host, yet participation from the hosts inside a 

hub's impedance range is required. This 

requires an imaginative plan to facilitate the 

correspondence among the neighbors to help 

QoS in MANETs. Besides, the conveyed 

association of MANETs carries extra 

difficulties to coordinated effort for 

supporting QoS [17, 18]. 

There are circumstances where client 

required systems administration associations 

are not accessible in a given geographic 

region, and giving the required network and 

organization administrations in these 

circumstances turns into a genuine test. All 

the more as of late, new elective ways of 

conveying the administrations have been 

arising. These are engaged around having the 

cell phones associate with one another in the 

transmission range through programmed 

arrangement, setting up a specially appointed 

versatile organization that is both adaptable 

and strong. Along these lines, in addition to 

the fact that versatile hubs speak with each 

can other, yet can likewise get Internet 

providers through Web door hub, really 

stretching out Internet providers to the non-

framework region. As the remote 

organization keeps on advancing, these 

specially appointed capacities are supposed to 

turn out to be more significant, the innovation 

arrangements used to help more basic and 

critical future innovative work endeavors can 

be anticipated in industry and foundation 

[19]. 
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Since security is a fundamental part in 

MANET, the striking elements of portable 

impromptu organizations raise the two 

difficulties and open doors in accomplishing 

these security objectives, In contrast to other 

conventional organizations (wired) where 

hubs should have actual admittance to the 

organization or convey through a few guard 

edges like firewalls and passages, MANET 

utilizes the remote medium so goes after on a 

remote organization can emerge out of all 

headings and focus on any hub. This gives a 

bigger surface of assault going from inactive 

assaults, for example, "tapping" to dynamic 

assaults, for example, message replay, 

message spillage, tainting and mutilation. 

This implies that a MANET doesn't have a 

reasonable line of protection, and each hub 

should be ready to safeguard against the 

different sort of assaults [20]. 

VII. CONCLUSION AND FUTURE 

SCOPE 

This paper examined about Mobile 

Ad-hoc Networks specially appointed 

Networks, their characterization, their 

qualities, and the issues and difficulties that 

are presented by Portable specially appointed 

networks. This paper likewise gave an 

itemized survey of writing about Mobile Ad 

hoc Network and the issues and difficulties 

presented by them. The future extent of this 

examination paper is to work on the norm of 

Portable ad hoc networks to beat the issues 

and difficulties presented by them. 
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Abstract: Classification is a popular task in the field of Machine Learning (ML) and Artificial Intelligence 

(AI), and it happens when outputs are categorical variables. There are a wide variety of models that attempts 

to draw some conclusions from observed values, so classification algorithms predict categorical class labels 

and uses it in classifying new data. Popular classification models including logistic regression, decision tree, 

random forest, Support Vector Machine (SVM), multilayer perceptron, naive bayes, neural networks have 

proven to be efficient and accurate applied on many industrial and scientific problems. Particularly, 

application of ML to astronomy has shown to be very useful for classification, clustering and data cleaning. 

It is because after learning computers, these tasks can be done automatically by them in a more precise and 

more rapid way than human operators. In view of this, in this paper, we will review some of these popular 

classification algorithms, and then we apply some of them to the observational data of non variable and the 

RR Lyrae variable stars that come from the SDSS survey. For the sake of comparison, we calculate the 

accuracy and F1-score of the applied models. 

Keywords: Machine learning, Classification, Sloan Digital Sky Survey, Non variable stars, RR Lyrae 

variables. 
 

Introduction: 
Classification is a type of supervised 

learning problem in machine learning, where 

the goal is to predict the class or category of 

an input based on a set of features or 

attributes. In a classification problem, the 

input data is a set of features and the output 

is a label that belongs to one of the predefined 

classes. 

Machine learning is a branch of 

artificial intelligence (AI) and computer 

science which focuses on the use of data and 

algorithms to imitate the way that humans 

learn. One of the most popular branches of 

ML is Supervised Learning (Jain, 1999). It is 

a machine learning approach defined by its 

use of labeled datasets to train algorithms to 

classify data and predict outcomes. The 

labeled dataset, which is called training set, 

has output labeled corresponding to input 

data. The machine is supposed to understand 

what to search for, in the unseen data and 

provide some predictions based on what it 

has already learned from the labeled data. 

There are two main areas where supervised 

machine learning comes in handy, 

classification problems and regression 

problems. Classification refers to taking an 

input value and mapping it to a discrete value. 

In classification problems, our output 

typically consists of classes or categories, but 

regression is related to continuous data and in 

that the predicted output values are real 

numbers[1]. 

There are two main types of 

classification problems: binary classification 

and multiclass classification. In binary 

classification, the output is one of two 

possible labels, such as true or false, yes or 

no, or spam or not spam. In multiclass 

classification, the output can be one of three 

or more possible labels, such as different 

types of flowers, animals, or products. 

Some common algorithms used for 

classification include logistic regression, 

decision trees, random forests, support vector 

machines, and neural networks. The 

performance of a classification model is 

typically measured using metrics such as 

accuracy, precision, recall, and F1 score. The 

choice of algorithm and performance metrics 

depends on the specific problem and the 

characteristics of the dataset. There are 

several different methods for classification, 

each with its own strengths and 

weaknesses[2]. 

 

Popular Classification Algorithms: 
Here are some of the most common 

methods: 
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Logistic Regression: Logistic regression is a 

simple and widely used classification 

algorithm that uses a logistic function to 

model the probability of the input belonging 

to a particular class. It works well for linearly 

separable data and can handle binary as well 

as multi-class classification problems. 

 

Decision Trees: Decision trees are another 

popular classification method that uses a tree-

like model to make predictions based on the 

input features. The tree is constructed by 

recursively splitting the data based on the 

feature that provides the most information 

gain. Decision trees can handle both 

categorical and continuous features and can 

handle binary and multi-class classification 

problems. 

 

Naive Bayes: Naive Bayes is a probabilistic 

classification method based on Bayes' 

theorem. It assumes that the input features are 

conditionally independent given the class and 

uses this assumption to calculate the 

probability of the input belonging to a 

particular class. Naive Bayes works well for 

high-dimensional data and can handle both 

binary and multi-class classification 

problems. 

 

k-NearestNeighbors (k-NN): k-NN is a 

non-parametric classification method that 

works by finding the k nearest neighbors of a 

given input in the training data and using their 

class labels to predict the class of the input. 

The value of k is a hyperparameter that can 

be tuned to optimize the model's 

performance. k-NN works well for small 

datasets and can handle both binary and 

multi-class classification problems. 

 

Support Vector Machines (SVMs): SVMs 

are a powerful classification method that 

works by finding the hyperplane that best 

separates the data into different classes. The 

hyperplane is chosen to maximize the margin 

between the classes, which helps to improve 

the model's generalization performance. 

SVMs can handle both linearly separable and 

non-linearly separable data and can handle 

both binary and multi-class classification 

problems. 

 

Random Forest: Random Forest is an 

ensemble learning method that combines 

multiple decision trees to improve the 

accuracy and generalization performance of 

the model. The algorithm works by 

constructing a set of decision trees on 

randomly sampled subsets of the data and 

features and then combining their predictions 

through voting. Random Forest can handle 

both binary and multi-class classification 

problems and is robust to noisy and irrelevant 

features. 

 

Gradient Boosting:  Gradient Boosting is 

another ensemble learning method that works 

by iteratively adding weak learners to the 

model and fitting them to the residuals of the 

previous learners. The algorithm uses 

gradient descent to minimize the loss 

function and can handle both binary and 

multi-class classification problems. Gradient 

Boosting is highly effective and can achieve 

state-of-the-art performance on many 

classification tasks. 

These are some of the most 

commonly used classification methods. 

Choosing the right method for a given 

problem depends on various factors such as 

the nature of the data, the number of features, 

the number of classes, and the desired level 

of accuracy and interpretability [3]. 

 

Literature Review: 
"Random Forests for Stellar 

Classification" by F. Bailer-Jones et al. 

(2008), in this paper, the authors present a 

method for classifying stellar spectra using 

random forest. The method is applied to a 

dataset of over 18,000 stars with spectra 

obtained from the Sloan Digital Sky Survey 

(SDSS). The authors show that random forest 

outperforms other classification methods 

such as support vector machines and neural 

networks. The results demonstrate the 

potential of random forest for the 

classification of data. "Automatic 

classification of galaxies in the SDSS using 

decision trees and random forests" by O. I. 

Wong et al. (2008)In this paper, the authors 

use decision trees and random forest for the 

automatic classification of galaxies in the 

SDSS. The authors extract various features 

from the images, such as shape parameters 

and color indices, and use them as input to the 
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classification algorithms. The results show 

that random forest outperforms decision 

trees, with an accuracy of over 90%. The 

authors also compare their results to those 

obtained using neural networks and support 

vector machines, demonstrating the 

superiority of random forest for this task. 

"Automatic galaxy classification 

using random forests and image 

morphology" by M. Huertas-Company et al. 

(2008), in this paper, the authors propose a 

method for automatic galaxy classification 

using random forest and image morphology. 

The authors extract various morphological 

features from the images, such as the 

concentration, asymmetry, and clumpiness, 

and use them as input to the classification 

algorithm. The results show that random 

forest outperforms other classification 

methods, with an accuracy of over 95%. The 

authors also demonstrate the robustness of 

their method by applying it to a different 

dataset, achieving similar results. 

"Random Forest Based Stellar 

Classification with SDSS and LAMOST 

Data" by Z. Wang et al. (2018), in this paper, 

the authors present a method for stellar 

classification using random forest with data 

from the Sloan Digital Sky Survey (SDSS) 

and the Large Sky Area Multi-Object Fiber 

Spectroscopic Telescope (LAMOST). The 

authors extract various spectral features, such 

as equivalent widths and line ratios, and use 

them as input to the classification algorithm. 

The results show that random forest 

outperforms other classification methods, 

such as support vector machines and decision 

trees, with an accuracy of over 97% [4]. 

 

Methodology: 
The methodology for "image 

classification using random forest method" 

typically involves the following steps: 

 

Data preparation:  

The first step is to obtain a dataset of  

images that have been labeled or classified by 

experts. This dataset may be obtained from 

existing surveys or observations, or may be 

created specifically for the study. The data 

may also need to be preprocessed to remove 

noise, correct for instrumental effects, or 

normalize the data. 

 

Feature extraction:  

In order to use the random forest 

method for image classification, it is 

necessary to extract features or 

characteristics from the images that can be 

used as input to the algorithm. This may 

involve identifying specific patterns, shapes, 

or intensities within the data. 

 

Training the random forest algorithm:  
 Once the features have been 

extracted, the random forest algorithm is 

trained using a subset of the labeled images. 

This involves dividing the dataset into 

training and testing sets, and using the 

training set to build a decision tree model for 

classification. The algorithm may also be 

optimized by tuning hyperparameters, such 

as the number of trees or the maximum depth 

of the trees. 

 

Evaluating the performance: 

  The next step is to evaluate the 

performance of the random forest algorithm 

on the testing set, using metrics such as 

accuracy, precision, and recall. The 

algorithm may also be compared to other 

machine learning methods or to manual 

classification by experts. 

 

Applying the algorithm:  

Once the algorithm has been trained 

and evaluated, it can be applied to new, 

unlabeled images to classify them into 

different categories. This may involve using 

the same feature extraction and preprocessing 

techniques as in the training phase. 

 
Fig: Random Forest Method 

Interpretation of results:  

The final step is to interpret the 

results of the image classification and draw 

conclusions based on the findings. This may 

involve identifying specific objects or 

phenomena in the images, or detecting 
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patterns or trends in the data that may indicate 

new discoveries or areas for further study. 

Overall, the methodology for image 

classification of data using random forest 

method involves a combination of data 

preparation, feature extraction, training and 

evaluation of the algorithm, and 

interpretation of the results. This process can 

help users to identify important features and 

patterns within large datasets of images[5]. 

Comparison with Decision tree: 
Decision tree Random forest is an 

algorithm that generates a tree-like set of 

rules for classification or regression. When a 

dataset with certain features is ingested into a 

decision tree, it generates a set of rules for 

prediction. High dependency on the initial 

data set; low accuracy of prediction in the real 

world as a result. Prone to over fitting 

because of the possibility to adapt to the 

initial data set too much. Random Forest is an 

algorithm that combines many decision trees 

to produce a more accurate outcome. Builds 

decision trees on random samples of data and 

averages the results. High precision and 

reduced bias of results. The use of many trees 

allows the algorithm to avoid and/or prevent 

overfitting [6]. 

 

Conclusion: 
The literature survey shows that 

random forest is a powerful algorithm for 

image classification. The studies reviewed 

demonstrate that random forest outperforms 

other classification methods such as neural 

networks, support vector machines, and 

decision trees. The success of random forest 

is attributed to its ability to handle high-

dimensional data and to model complex non-

linear relationships between the features and 

the classes. In future work, it would be 

interesting to explore the use of random 

forest for other tasks, such as object detection 

and segmentation.[7].
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Abstract: As the importance and attractiveness of the Internet as a way of doing business grows, so does the 

complexity and openness of networks, making them increasingly vulnerable to external and internal attacks. 

A security mechanism that is taken seriously is the firewall, which protects the network by securing access 

paths. Firewalls are getting more complex every day as new features are constantly added. So, despite 

criticism and threatening development trends, it is still a strong defence mechanism. By default, the firewall 

assigns default actions to accept or reject packets. In this white paper, the researchers propose adding deep 

learning to firewalls. The firewall can then exploit the behaviour of the traffic by accepting incoming traffic 

and dynamically creating some rules for itself for all the packets. So there is no default action. 

Keywords: Deep learning, firewall, security policies, network security. 

1. INTRODUCTION 

Firewall is said to be a firmware or 

software that manages certain rules to make 

sure which type of data packets will pass or 

block through the network. The core 

function of a firewall is to reduce the risk of 

the flow of malicious packets passing 

through the network so that the security of 

the network users should not be 

compromised. The firewall could be 

implemented as standalone software 

applications or could be integrated with 

several network devices. [1] 

Firewall is an important tool for 

network security perimeter because its use 

to prevent from any unauthorized users or 

subjects from internal or external of the 

network to make an intrusion to the 

computer network .It also refers to the any 

methods or technologies that had use to 

control incoming and outgoing network 

traffic for security purposes [2] Many 

different ways had used to control the 

traffic. Whether it is use hardware or 

software as a form to control the network 

traffic [2]. This paper will discuss on the 

general or basement of the technologies or 

methods that had setup in different types of 

firewall including its advantages and 

disadvantages [3] 

Deep learning, and advanced form 

of machine learning helps change the way to 

address endpoint security .Deep learning 

works like the human brain ,offering high 

accuracy rates spotting existing and never- 

before -seen malware by integrating deep 

learning ,intercept X is ready to face 

unknown challenges with fast powerful 

predictive defences. 

It’s also more scalable .it’s able 

“memorize” the entire observable threat 

landscape as part of its training process .the 

more information it can process, the more 

accurate its prediction will be .this is how 

the deep learning in intercept X stays up to 

date at all times .plus it’s lighter on your 

machine than other offering, with almost no 

impact on performance [3]. 

2. KEY FEATURES OF DEEP 

LEARNING FIREWALL 

To extend the features of firewall, 

firewall sets accept or deny action for 

packets by default. Researchers proposed to 

add Artificial Intelligence with this firewall. 

The purpose of using AI is to make rules 

itself for filtering the traffic. So no default 

actions need to be used. Advantages of the 

proposed process: [13] 

(1) It can be produced new rules for 

exceptional packets. 

 (2) Attacks are handled that are created by 

the process itself. 

(3) The problem of establishment an 

unauthorized connection is solved with AI 

rules. 

(4) A packet that is not understandable with 

the entire processing including AI rules, it 

will not be dropped. The threats which are 

stored in buffer for future authorization if 

the same threats will occur next time the AI 
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based firewall will detect the threat easily. 

[13] 

3. TECHINIQUES OF FIRWALL 

3.1 PACKET FILTERING: 

This is a first generation of the 

firewall technology. It has only done a basic 

function of the firewall system where it will 

check packet by packet in the network 

traffics. It’s doing checking on each network 

packets which passing through the networks 

and will decide whether to allows that 

network packets pass it or not.[5] All this 

happen will follow with the collection of 

rules that had configured on the firewall 

system. 

This packet-filtering firewall has 

two or more network ports that are known as 

a multi homed. In reality practices, this type 

of firewall need two network interface cards 

in a basic internal network or Local Area 

Network environment. One network 

interface card will be used to make a 

connection to the internal network and 

another will be used to make a connection to 

the outside network or Internet. This type of 

firewall technology will do the job like 

traffic cop which directing packets and stop 

the mischief packets. [6] Basic architecture 

of this firewall technology is state as in a 

following Figure 1. 

 
Fig .1: Packet Filtering Firewall. [7] 

All the packets that incoming to the 

networks will be checks in detail by the 

packet filtering firewall. The firewall system 

Destination address, source and destination 

port numbers, protocol and others that 

related. Then, a comparison will be making 

between information on the packets with the 

rules, which had configure on the firewall 

system. As an example in the firewall 

configuration, incoming ftp connections had 

been block on the usually used destination 

port in that application, port 21. Therefore, 

all the incoming packets through that port 

will be discarding. In other situation such as 

the firewall system allowed incoming web 

connections, its destination port, port 80 

must be open to allow the forwarding those 

packets. Combinations of the many rules 

like can do the configuration of rules in 

firewall system by allowing the Web 

connections but only for a particular server. 

In this case, the forwarding packets are 

allowing when the destination port and the 

destination address are match with the 

configured rule [6]. 

 

3.2 STATEFUL INSPECTION 

FIREWALL 

This technique is also called 

‘Dynamic Packet Filtering’. Stateful 

firewall basically keeps track of the status of 

active links and uses this information to 

decide which packet should be allowed 

through it. In this approach, firewall keeps a 

record of dynamic TCP and UDP sessions 

information in tabular form including 

session's sender and recipient IP, port 

numbers, and also TCP sequence number. 

Records are made for only those UDP or 

TCP connections that fulfil characterized 

security criteria’s; packets related with these 

sessions are allowed to go through the 

firewall. Sessions that don't coordinate with 

any policy are denied, similar to any packets 

got that don't coordinate a current table 

section. Stateful inspection is more secure 

than packet filtering because it just permits 

information having a place with current 

session [7]. 

4. DEEP LEARNING 

ALGORITHM 

4.1 Recurrent Neural Networks 

RNNs are a commonly employed 

and familiar algorithm in the discipline of 

DL [9]. RNN is mainly applied in the area 

of speech processing and NLP contexts [10]. 

Unlike conventional networks, RNN uses 

sequential data in the network. Since the 

embedded structure in the sequence of the 

data delivers valuable     information,     this     

feature     is fundamental to a range of 

different applications. For instance, it is 

important to understand the context of the 

sentence in order to determine the meaning 

of a specific word in it. Thus, it is possible 
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to consider the RNN as a unit of short-term 

memory, where x represents the input layer, 

y is the output layer, and s represents the 

state (hidden) layer. For a given input 

sequence, a typical unfolded RNN diagram 

is illustrated in Fig. 3. Passau et al. [11] 

introduced three different types   of   deep   

RNN techniques, namely “Hidden-to-

Hidden”, “Hidden-to-Output”, and “Input-

to-Hidden”. A deep RNN is introduced that 

lessens the learning difficulty in the deep 

network and brings the benefits of a deeper 

RNN based on these three techniques. 

 

Fig.3: Recurrent Neural Network 

 However, RNN’s sensitivity to the 

exploding gradient and vanishing problems 

represent one of the main issues with this 

approach. More specifically, during the 

training process, the reduplications of 

several large or small derivatives may cause 

the gradients to exponentially explode or 

decay. With the entrance of new inputs, the 

network stops thinking about the initial 

ones; therefore, this sensitivity decays over 

time. Furthermore, this issue can be handled 

using LSTM. This approach offers recurrent 

connections to memory blocks in the 

network. Every memory block contains a 

number of memory cells, which have the 

ability to store the temporal states of the 

network. In addition, it contains gated units 

for controlling the flow of information. In 

very deep networks, residual connections 

also have the ability to considerably reduce 

the impact of the vanishing gradient issue 

which explained in later sections. CNN is 

considered to be more powerful than RNN. 

RNN includes less feature compatibility 

when compared to CNN [12]. 

4.2 Generative Adversarial Network 

(GAN) 

A Generative Adversarial Network 

(GAN) designed by Ian Good fellow [13], is 

a type of neural network architecture for 

generative modeling to create new plausible 

samples on demand. It involves 

automatically discovering and learning 

regularities or patterns in input data so that 

the model may be used to generate or output 

new examples from the original dataset. As 

shown in Fig. 4, GANs are composed of two 

neural networks, a generator G that creates 

new data having properties similar to the 

original data, and a discriminator D that 

predicts the likelihood of a subsequent 

sample being drawn from actual data rather 

than data provided by the generator. Thus in 

GAN modeling, both the generator and 

discriminator are trained to compete with 

each other. While the generator tries to fool 

and confuse the discriminator by creating 

more realistic data, the discriminator tries to 

distinguish the genuine data from the fake 

data generated by G. [14] 

 

Fig. 4: Schematic structure of a standard 

Generative adversarial network (GAN) 

 Generally, GAN network 

deployment is designed for unsupervised 

learning tasks, but it has also proven to be a 

better solution for semi-supervised and 

reinforcement learning as well depending on 

the task. GANs are also used in state-of-the-

art transfer learning research to enforce the 

alignment of the latent feature space [15]. 

Inverse models, such as Bidirectional GAN 

(Big AN) can also learn a mapping from 

data to the latent space, similar to how the 

standard GAN model learns a mapping from 

a latent space to the data distribution. The 

potential application areas of GAN 

networks are healthcare, image analysis, 

data augmentation, video generation, voice 

generation, pandemics, traffic control, cyber 

security, and many more, which are 

increasing rapidly. Overall, GANs have 

established themselves as a comprehensive 

domain of independent data expansion and 
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as a solution to problems requiring a 

generative solution [16]. 

5. CONCLUSIONS 

In this review researchers have 

come up with a model to find the real 

knowledge of upcoming packets based on 

AI rules. Artificial intelligence applications 

are uniquely suited for the ever-changing, 

ever-evolving world of network security 

firewalls are only as good as the information 

provided by the network administrator. a 

new type of attack creates vulnerabilities , 

which a firewall does not have the ability to 

avoid without human direction .an AI –

manage firewall security ,however ,can 

protect a computer network from known and 

future threats .we report in this paper on 

review in progress concerning the 

integration of different security techniques 

.a main purpose of the project is to integrate 

a smart detection engine will aim at not only 

detecting anomalous network traffic, but 

also detecting unusual structures data 

packets that suggest the presence of virus 

data. 
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ABSTRACT: For the growth of any country’s economy various sectors play a very important role. In the Indian 

economic growth banking sector is the most important aspects. Banking sector become the backbone of Indian economy. 

Any changes regarding technology or other aspects directly impact the growth of the economy. With the change in 

technology various changes occur in banking sector. Now more of customers are educated. They don’t want to stand in 

queue for various activities like: Make payments, Deposit Cheque, Open bank accounts, Deposit Cheque and many 

more. Today’s era accept this digital banking concept very easily and in a short time period it become more demanded 

mode of transaction in the market. In this paper we analyse the concept of digital banking. The concept of digital 

banking in banking industry brings numerous opportunities. But with every benefit some risk also introduced. And this 

digital banking also come with some risk. 

Keywords: Digital Banking, Financial Products, Innovative Financial Technology. 

INTRODUCTION  

For a country, its banking system is very 

important. A country cannot progress without 

banking. If the government brings any of its 

plans, then banks play an important role in it. It 

is the job of the bank to send money to the 

government and the government to send money 

to the people. India is a developing country, 

only then it can be fully developed. When the 

banking system here will be right. Now banking 

is taking a digital step in India. Digital banking 

in our country is not from today but from a long 

time ago. In 1998, icici first started internet 

banking in India. Today we are living in the 

digital world, so our work is also becoming 

digital. Before talking more about digital 

banking, let us understand its meaning in a little 

easy language. All the work of our bank that we 

do through the internet without visiting the 

branch is digital banking. Such as payment 

transactions, paying bills online, checking the 

balance online, downloading bank account 

statements, etc. All these works come under 

digital banking. As we have seen digital 

banking started long back in India. But in our 

country, it could not be digested properly by the 

people. The biggest reason for this was the lack 

of internet. It was not everywhere in India and 

people did not even need it. When 

demonetization happened in our country. So the 

people standing in the long line in the bank then 

realized how important digital banking is. Then 

we got to see that people used ATMs a lot. 

Apart from this, we saw the increasing use of 

applications like PAYTM PhonePay. The 

Reserve Bank is working to ensure that there are 

at least cash transactions. The RBI is working 

hard to get the country to go digital on a massive 

basis. The bank has stressed the country's 

payment system. He has also considered 

security in this regard. As a result, the bank has 

done an excellent and adaptable job. As a result, 

e-banking will be safe and successful. After 

demonetization, e-banking has entered a new 

phase. We may say that the Indian people have 

been aware of e-banking since demonetization. 

People learned to go cashless here, and the 

Indian government has also introduced 

programs such as BHIM UPI. It has done a 

fantastic job of making it huge by publishing it.  

Digital banking is a blanket term used to 

indicate a process through which a customer is 

allowed to carry out, personal or commercial 

banking transactions using electronic and 

telecommunication networks. It is a product 

offered by banks that facilitates online banking, 

with the help of which the customer can have 

access to the bank account in just one click. E-

banking covers facilities such as – fund transfer, 

checking account statements, utility bill 

payments, the opening of a bank account, 

locating the nearest ATM, obtaining 

information on financial products and services, 

applying for loans, etc. using a personal 

computer, smartphone, laptop, or personal 

digital assistant. 

Digital banking constitutes an electronic 

alternative network of payments and benefit of 
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services. The need for the action of electronic 

alternative channels has been distinguished well 

in advance by the foreign banking 

organizations, which relied mainly on the 

outburst that was observed in the use of the 

internet. The benefits are many, both for the 

customers and for the banks. The banks that are 

activated on the Internet are susceptible mainly 

to the systematic, law part and the reputation 

risk is, and the customers of the electronic 

banking channel are puzzled concerning the 

subject of the safety of their transactions and 

personal data. This report aims not only to 

analyze the meaning of electronic banking and 

to present all the alternatives providing banking 

service networks but also to focus on the 

advantages and the risks that the growth of 

electronic banking has brought about.  

IMPACT OF E-BANKING ON 

TRADITIONAL SERVICES 

E-banking transactions are much cheaper than 

branch or 

even phone transactions. This could turn 

yesterday’s 

competitive advantage a large branch network 

into  a comparative disadvantage, allowing e-

banks to  undercut bricks-and-mortar banks. 

This is commonly known  as the “beached 

dinosaur” theory. E-banks are easy to set up, so 

lots of new entrants will arrive. „Old-world‟ 

systems, cultures and structures will not 

encumber these new entrants. Instead, they will 

be adaptable and  responsive. E-banking gives 

consumers much  more choice. Consumers will 

be less inclined to remain loyal. Portal providers 

are likely to attract the most significant share of 

banking profits. Indeed banks could  become 

glorified  marriage  brokers.  They would 

simply  bring  two parties together e.g. buyer 

and seller, payer and payee. The products will 

be provided by monolines, experts in their  field. 

Traditional banks may simply be left with 

payment and settlement business even this 

could be cast into doubt. Traditional banks will 

find  it  difficult  to  evolve.  Not only will they 

be unable to make acquisitions for cash as 

opposed to being able to offer shares, they will 

be unable to obtain additional capital from the 

stock market. This is in contrast to the situation 

for Internet firms for whom it seems relatively 

easy to attract investment. E-banking is just 

banking offered  via  a  new  delivery channel. 

It simply gives consumers another service (just 

as ATMs did). Experience in Scandinavia 

(arguably the most advanced 

e-banking area in the world) appears to confirm  

that  the future  is  „clicks  and  mortar‟  

banking. Customers  want  full service  banking  

via  a  number  of  delivery  channels.  The future  

is  therefore  „Martini  Banking‟  (any  time, any 

place ,anywhere, anyhow).Traditional banks are 

starting to fight back. The start-up costs of an e-

bank are high. Establishing a trusted brand is 

very costly as it requires significant advertising 

expenditure in  addition  to  the  purchase  of 

expensive  technology  (as  security  and  

privacy  are  key  to gaining customer 

approval).E-banks  have  already  found  that  

retail  banking  only becomes profitable once a  

large critical mass is  achieved. Consequently  

many  e-banks  are  limiting  themselves  to 

providing a tailored service to the better off. E-

Banking transaction needs some interface to 

communicate with banking customer. All the 

electronic transaction performs through some 

interfaces. The  electronic  devices  which  

perform  interact  with customers and 

communicate with other  banking system  is 

called electronic banking delivery channels. 

GROWTH IN DIGITAL PAYMENT  

 

The payment systems recorded a robust growth 

of 26.2 percent in terms of volume during 2020-

21 on top of the expansion of 44.2 percent in the 

previous year. In terms of value, the 

contractionary trend which started in the 

previous year (-1.2 percent) got further 

amplified and witnessed a drop of 13.4 percent, 

mainly due to lower growth observed in the 

large-value payment system, viz., Real Time 

Gross Settlement (RTGS) system and decrease 

in transactions of paper-based instruments. The 
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decline in the value of transactions in RTGS is 

largely attributable to the subdued economic 

activity. The share of digital transactions in the 

total volume of non-cash retail payments 

increased to 98.5 percent during 2020- 21, up 

from 97.0 percent in the previous year. 

PRODUCTS OF DIGITAL BANKING  

1. UPI In India came in 2016. Inside this, we 

can have multiple bank accounts in one 

application. It has a real-time settlement. In this, 

we have to create a UPI pin. Which we can 

make with the help of an ATM. There are many 

UPI apps in India like pay, phone pay, Bhim 

UPI, etc.  

2. Debit Card This is a card with the help of 

which we can withdraw money from our bank 

account. That too without going to the bank. 

With the help of this, we pay bills online. There 

are many debit card companies like master card, 

visa card, and Rupay card.  

3. Internet Banking On Net Banking, we can 

do payment transactions through the Internet. 

Through this, we can pay all the bills, etc. In 

this, we are given a user ID and password by the 

bank. With the help of which we log in.  

4. NEFT With the help of NEFT, we can 

transfer funds from one account to another. 

Within this, the balance is cleared based on half 

an hour.  

5. RTGS. RTGS is also a way to transfer funds. 

Just inside this, we do transactions above 

20000. There is instant settlement inside it.  

6. ATM. ATM is also a tool for digital banking. 

With the help of this, we can withdraw money. 

You can check your account balance.  

7. Mobile Banking Within mobile banking, the 

bank gives us its app. In which there are options 

like app EPASSBOOK etc. 

8. Point of Sale (POS): Points of sale system 

refers to the point, in terms of date, time and 

place (retail outlet) where the customer makes 

a payment, using a plastic card, for the 

purchase made or services received. 

9. Electronic Data Interchange (EDI): EDI is 

a new mode of communicating information 

between businesses electronically using a 

standardized format, which was conventionally 

paper-based.

 

 

ADVANTAGES OF DIGITAL BANKING  

1. Time: Ever since the rise of digital banking. 

Since then work has become very easy. If work 

becomes easy then it saves our time. Because all 

the work has started happening fast. 

 2. 24 hours Services: Ever since the advent of 

digital banking. We get full 24 hours service. 

We can do banking transactions whenever we 

want  

3. Less Black Money: Ever since all the 

transactions have started going online, the 

details of all are easily available to the 

government. By which black money can be 

easily traced.  

4. Cashless Economy: With the advent of 

digital banking, all our work has been done 

online. Whether we have to make any payment 

or pay any fee. 

 CHALLENGES  

We live in the country of India. There are 

different types of people in all four directions, 

whose language and language are different. If 

we bring something new here, it is opposed first. 

When the first ATM came to our country. So we 

had seen how the opposition parties had 

opposed it. By saying that if the ATM will do 

all the work, then the people working in the 

bank will become unemployed. There are still 

many people in India who do not know how to 

write and write. So they cannot even understand 

digital banking. This is the biggest problem in 

front of the government as well, how to bring 

them into this. 

 Apart from this, ever since digital banking has 

come. Since then, hackers have become more 

active on the Internet. These people do fraud by 

creating a fake website of the bank. Here people 
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give their PIN, from which hackers withdraw 

their money. 

Apart from this, these people also resort to fake 

calls, in which they become bank people and 

take their information from the customers and 

withdraw all their money. There is a lot of time 

like this in India. Given all these things, many 

people avoid digital banking. The government 

should reduce all these. This is not an easy 

matter for the government. But the CIBER cell 

is still working.  

Everyone says that real India lives in villages. 

Many people live in villages in India. Right now 

there is not a lot of internet in our country, 

proper network does not come. The internet is 

far away in rural areas. There the phone's 

network remains low anyway. So in such a 

situation how will those people be able to do 

digital banking? The government should make 

the network system right. And make internet 

rates cheap. So that everyone can use digital 

banking. 

 CONCLUSION  

As we have seen, the banking system plays a 

major role. A country cannot develop without 

banking. And the development of banking will 

happen only when the government will feed it 

to all. For this, the government resorted to 

digital banking. Digital banking is when we do 

the work of the bank digitally i.e. through the 

internet without going to the bank. We 

understood the meaning of digital banking in 

this paper. With this, we saw from which 

products of digital banking are there. In which 

we saw RTGS, NEFT, UPI, ATM, etc. Then we 

saw what are its challenges in India. In this, we 

know how fraud happens.  
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Abstract: Crimes are common social problem faced across the globe. Crime is one of the major and 

dominating problem in our society. Exactly real-time crime predictions help to reduce the crime rate but 

remains challenging problem for the scientific community as crime occurrences depend on many complex 

factors. Crimes affect the quality of life, economic growth, and reputation of a nation. To reduce the crime 

rate, the law administration needs to take the preventive measures. The aim of securing the society from 

crimes, there is a need for advanced systems and new approaches for improving the crime analytics for 

protecting their commonwealth. Machine learning algorithms are used to extract the knowledge out of these 

large datasets and discover the hidden relationships among the data which is further used to report and 

discover the crime patterns that is valuable for crime analysts to analyse these crime networks by the means 

of various interactive visualizations for crime prediction and hence is supportive in prevention of crimes. 

Crime Prediction is a well-organized way of detecting and studying patterns and trends in crime. 

Keywords - Crime Rate Prediction (CRP), Number of Crimes, Crime Analysis, Data Visualization, Crime 

Maps, Multi Linear Regression (MLR) 

2. INTRODUCTION 

Crimes are the significant threat to 

the humankind. There are many crimes that 

happen in regular intervals of time. Perhaps 

it is increasing and spreading at a fast and 

vast rate. Crimes happen from small village, 

town to big cities. Crimes are of different 

type – robbery, murder, cyber, rape, assault, 

battery, false imprisonment, kidnapping, 

homicide. Since crimes are increasing there 

is a need to solve the cases in a much faster 

way. The crime activities have been 

increased at a faster rate and it is the 

responsibility of police department to 

control and reduce the crime activities. 

Crime prediction and criminal identification 

are the major problems to the police 

department as there are tremendous amount 

of crime data that exist. There is a need of 

technology through which the case solving 

could be faster. The aim of this paper is to 

make crime prediction using the features 

present in the dataset. The dataset is 

extracted from the official sites. The 

objective would be to train a model for 

prediction. The Multi Linear Regression 

(MLR) will be used for crime prediction [1].  

Crimes are one of the major factors 

that affect various important decisions of an 

individual’s life like moving to a new place, 

roaming at right time, avoiding risky areas, 

etc. Crimes affect and defame the image of 

a community. Crimes also affect the 

economy of a nation by placing the financial 

burden on government due to the need for 

additional police forces, courts etc. Proper 

analysis of previous crime data helps in 

predicting the crimes and thus supports in 

reducing the crime rate. The analysis 

process includes the study of crime reports 

and identifying the emerging patterns, 

series, and trends as quickly as possible. 

This analysis helps in preparing statistics, 

queries, and maps on demand. It also helps 

to see if a crime fits in a certain known 

patterns or a new pattern is necessary. 

Crimes can be predicted as the criminals are 

active and operate in their comfort zones. 

Once successful they try to replicate the 

crime under similar circumstances [2]. The 

occurrence of crime depends on several 

factors such as intelligence of a criminal, 

security of a location, etc. Criminals 

generally find similar location and time for 

attempting next crime. Although it may not 

be true for all the cases, but the possibility 

of repetitions is high, as per studies, and this 

makes the crimes predictable. The proposed 

framework uses different visualization 

techniques to show the trend of crimes and 

various ways that can predict the crimes 

using machine learning algorithms. The 

work has followed the steps that used in 

Data Analysis [3], in which the important 
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phases are the Data collection, Data pre-

processing, Data Visualization and Model 

building. The data pre- processing phase 

consists of cleaning and transformation of 

data. The visualization phase generates 

various reports and maps for diagnosis and 

analysis process and finally, in model 

building phase various machine learning 

algorithms are used for classification of 

crime that can happen in a particular 

location. 

2.  LITERATURE SURVEY 

Shiju Sathyadevan, Devan M.S, 

proposed that Day by day the crime rate is 

increasing considerably. Crime cannot be 

predicted since it is neither systematic nor 

random. Also, the modern technologies and 

hi-tech methods help criminals in achieving 

their misdeeds. According to Crime Records 

Bureau crimes like burglary, arson etc have 

been decreased while crimes like murder, 

sex abuse, gang rape etc have been 

increased. Even though we cannot predict 

who all may be the victims of crime but can 

predict the place that has probability for its 

occurrence. The predicted results cannot be 

assured of 100% accuracy, but the results 

shows that our application helps in reducing 

crime rate to a certain extent by providing 

security in crime sensitive areas. So, for 

building such a powerful crime analytics 

tool we must collect crime records and 

evaluate it. It is only within the last few 

decades that the technology made spatial 

data mining a practical solution for wide 

audiences of Law enforcement officials 

which is affordable and available. Since the 

availability of criminal data or records is 

limited, we are collecting crime data from 

various sources like web sites, news sites, 

blogs, social media, RSS feeds etc. This 

huge data is used as a record for creating a 

crime record database. So, the main 

challenge in front of us is developing a 

better, efficient crime pattern detection tool 

to identify crime patterns effectively [4]. 

Much research has been done which address 

this problem of reducing crime and many 

crime-predictions. 

 Merchant, R.,Haan,   S. Clancey,   

G. Cripps: Applying machine learning to 

criminology-semi parametric spatial 

demographic Bayesian regressions. The 

datasets for this study were obtained from 

US Census. The pattern of road accidents 

was studied after taking into consideration 

various factors like the driver, car, road 

conditions etc. Different classification 

algorithms used were K-Nearest Neighbour, 

Decision tree on a dataset containing around 

18000 data points. The prediction accuracy 

for all methods was between 79% to 81% 

[5]. 

3. METHODOLOGY 
1) Data Collection 

Large amount of crime data is 

collected at police records. This data is made 

available by National Crime Bureau of 

Records. This data is in the form of number 

of cases recorded all over the nation 

throughout the year. The data is in 

unprocessed form and contains some wrong 

as well as missing values. Hence pre-

processing of data is crucial task to bring the 

data in proper and clean form. Pre-

processing of data includes data cleansing 

and Pre-processing. 

2) Classification 

The dataset is classified into various 

groups based on certain characteristics of 

the data object. Grouping of crimes is done 

according to states & cities. Classification of 

the crime is done based on different types of 

crime. K-mean algorithm can be used to 

group or cluster data with similar 

characteristics. 

3) Pattern Identification 

In these phases proposed system 

must identify trends and patterns in crime. 

The result of this phase is the crime pattern 

for a particular place. Here corresponding to 

each location, we take the attributes of that 

place like weather attributes, area 

sensitivity, notable event, presence of 

criminal groups etc. Information regarding 

patterns helps police officials to facilitate 

resources in an effective manner. 

4) Prediction 

Corresponding to each place it 

builds a model. So, for getting the crime 

prone areas we pass current date and current 

attributes into the prediction software. The 

result is shown using some visualization 

mechanisms. 

5) Visualization 
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Architecture of Model 

The crime prone areas can be 

graphically represented using a heat map which 

indicates level of activity, usually darker 

coloristic indicate low activity and brighter 

colours to indicate high activity [6]. 

Visualization of Crime Data Using Google Maps 

This module extracts the recent crime data from 

the dataset and based on longitude-latitude it tags 

the specific location of the city. This tagging also 

displays the crime location name, the type of 

crime that happened. This information is useful 

for an individual in knowing dangerous and risky 

areas and it thus can help them to avoid such 

areas. 

 

 
Fig.1 Visualization of Crime Data Using 

Google Maps 

The picture can help the law 

enforcement to improve the security in the areas. 

Fig.1 shows that locations, where crimes 

occurred, are very near to each other. From this, 

we can analyse that if a location feasible to a 

criminal attack, then the nearby locations are 

also feasible for the crime to occur. This module 

also provides the facility to enquire about a 

specific location to show what type of crime is 

feasible to happen in that location. 

Visualization of Exact Location of Crime with 

3D View This module visualizes the area where 

the crime has happened exactly. This helps the 

law enforcement to analyse the security 

measures of an area. The module provides the 

interactive image which takes help of Google 

Maps to navigate around the crime location and 

it can help the analyst to analyse the security of 

an area, also what locations can be the targets for 

next attack. This also helps the police for the 

clear understanding of the cause of crime and 

helps them to investigate the location by not 

visiting the location again and again. By just 

clicking the tag in Fig.1, it provides the realistic 

3D interactive image of the location and helps in 

navigation around the location as shown in fig.2. 

 

 
Fig.2. Visualization of Exact Location of 

Crime with 3D View 

Visualization based on type of Crime 

The type of crime is also an important factor as 

safety measures are majorly taken based on the 

type of crime. This module helps visualize the 

crimes that had happened based on category over 

different areas as shown in Fig.3. This helps the 

law enforcement to analyse what type of crimes 

are frequently happening in an area and helps 

them to improve security measures based on the 

type of crimes.[10] The number of crimes 

happened in an area makes sense of how 

dangerous the area is. This module helps to 

visualize the crime hotspots as shown in the 

Fig.3.These are used by the researchers and 

analysts to examine the occurrence of hotspots in 

certain areas and why they happen and help them 

to build the theories. This also allows researchers 

to explain why crime occurs in certain places and 

why crime does not in other places. Crime 

analysts can use these to make better decisions, 

target resources, formulate strategies and help 

the law agencies. 

The number of crimes happened in an 

area makes sense of how dangerous the area is. 

This module helps to visualize the crime 

hotspots. The areas on the map that have high 

crime density are called the crime hotspots [7]. 

Developing maps that contain hotspots are 

becoming a critical and influential tool for 

policing. These are used by the researchers and 

analysts to examine the occurrence of hotspots in 

certain areas and why they happen and help them 

to build the theories. This also allows researchers 

to explain why crime occurs in certain places and 

why crime does not in other places. Crime 

analysts can use these to make better decisions, 

target resources, formulate strategies and help 

the law agencies. 
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Fig.3. Visualization based on type of Crime 

The criminology mainly focuses on the 

Rational Choice Theory [8] and Routine Activity 

Theory [9]. The Rational choice theory focuses 

on the understanding of crimes from offender’s 

perspective which is directly concerned with 

thinking process of the offender and how they 

evaluate their opportunities. The Routine 

Activity Theory states that for a crime to occur, 

a likely offender finds a suitable target with 

capable guardians absent and states that crimes 

are unaffected by social causes such as poverty, 

inequality, and unemployment. The criminals 

repeat their activities by choosing the targets 

which are under similar conditions. Based on this 

information the work provides the use of the 

following algorithms. 

5. COMPARISONS 

 KNN: In pattern recognition, the k-

nearest neighbour’s algorithm (k-NN) is a 

nonparametric method used for 

classification and regression. In both cases, 

the input consists of the k closest training 

examples in the feature space. The output 

depends on whether k-NN is used for 

classification or regression. In k-NN 

classification, the output is a class 

membership. An object is classified by a 

plurality vote of its neighbours, with the 

object being assigned to the class most 

common among its k nearest neighbours. In 

k-NN regression, the output is the property 

value for the object. This value is the 

average of the values of k nearest 

neighbours. 

MLR: Multiple linear regression 

(MLR), also known simply as multiple 

regression, is a statistical technique that uses 

several explanatory variables to predict the 

outcome of a response variable. The goal of 

multiple linear regression (MLR) is to 

model the linear relationship between the 

explanatory (independent) variables and 

response (dependent) variable. So far, we 

have seen the concept of simple linear 

regression where a single predictor variable 

X was used to model the response variable 

Y. In many applications, there is more than 

one factor that influences the response. 

Multiple regression models thus describe 

how a single response variable Y depends 

linearly on a few predictor variables. In 

essence, multiple regression is the extension 

of ordinary least-squares (OLS) regression 

that involves more than one explanatory 

variable. 

5. CONCLUSIONS 

We have visualized the crime 

networks and analysing them by the Google 

Maps. The research helps the crime analysts 

to analyse these crime networks by means of 

various interactive visualizations. The 

interactive and visual feature applications 

will be helpful in reporting and discovering 

the crime patterns. It is evident that law 

enforcing agencies can take a great 

advantage of using multiple linear 

regression to fight against the crimes and 

saving humanity. For better results, we need 

to update data as early as possible by using 

current trends such as web and Apps. The 

work in this paper mainly revolves around 

predicting the type of crime and crime 

precipitate which may happen in future. The 

model predicts the type of crime and Data 

visualization helps in analysis of data set and 

prediction of crimes. 
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Abstract: Schools & Colleges use this technology frequently today. The availability of computers has 

increased to the point where many classes no longer utilise paper and pencils. Although there is disagreement 

among the general public on the use of technology in schools & colleges, specialists have discovered that it has 

the power to profoundly alter teaching and learning by opening up possibilities for unheard-of levels of 

collaboration, involvement, and support. According to the research, using ICTs in the teaching and learning 

process will make it much simpler, more engaging, and time-saving than using traditional teaching and 

learning methods. ICTs are crucial for boosting the teaching-learning process at technical institutions, more 

than 65% of technical education teachers firmly agreed. In order to build an ICT-based teaching-learning 

process in the technical institute of the Marathwada region, it has been advised in this study to take into 

account motivating variables like motivation and attraction. 
 

Keywords: IT (Instructional technology), teaching – learning (T-L), educational technology (ET), Technical and 

Professional education (TPE). 

1. Introduction: 

The theory and practise of using 

technology for education are referred to as 

instructional technology. Instructional 

technology can take many forms, 

encompassing the design, development, use, 

management, and evaluation of technology 

in education. Instructional technology can 

include anything from electronic 

whiteboards to online courses to virtual 

reality classrooms. 

The use of Instructional technologies 

(IT) in the educative process has been 

divided into two broad categories: ITs for 

Education and ITs in Education. ITs for 

education refers to the development of 

information and communication technology 

specifically for teaching/learning purposes, 

while ITs in education involves the adoption 

of general components of information and 

communication technologies in the teaching-

learning process. Different teachers use 

different tools to improve their teaching 

skills. 

 

2. Instruction Technology (IT) 

Literacy among Technical education: 

Instructional technologies have a vital 

role in technical education because they 

allow students to acquire information and 

develop their abilities from any location at 

any time. The study's objective is to 

determine how well ICTs support teaching 

and learning. 

Survey research design was adopted by 

the researchers for the study where the 

teachers of Technical education institutes of 

Marathwada region were considered as 

population. There have 107 well known 

Technical education institutes in 

Marathwada region and the size of the 

population of teachers is almost 3,000. 

Clustered sampling was used to select 

Technical institutes out of 8 districts. In 

Marathwada Region, There are virtually few 

ICTs used in technical education. In order to 

collect a sample of 100 people for the study's 

convenience, a purposeful random sampling 

method was adopted. Data is gathered using 

a standardised questionnaire. The opinions of 

professionals were used to validate the 

questionnaire. 

Frequency distribution, percentage, 

and weighted average were used to tabulate 

the data. The collected data were analysed 

using inferential statistics, and the results of 

the quantitative analysis were presented in 

tabular and graphical formats. 

In Technical education institutes, IT 

adoption has progressed from the early 

stages of automating selected library 

operations to the point where IT has 

permeated almost all spheres of education 
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services and routines. (Lowe, G, and 

McAuley, J. (2000)) Several changes have 

been made as a result of the introduction of 

instructional technology into the teaching 

and learning process, and these changes have 

had a significant impact on educational 

services as well as its users in a variety of 

ways. (I.S.Maan, 2012). The information 

landscape for teaching and learning is 

evolving quickly; there has been a paradigm 

shift from traditional T-L to Web-base media 

T-L, from data ownership to access to 

information, from intermediary to end-user 

service models, and from the physical 

location of specific institutions to 

digital/virtual/hybrid teaching & learning 

methods. ( Vinayaga moorthy,2007). 

In this changing T-L scenario, the 

Technical education institutes must possess 

adequate knowledge and skills of ICT to 

manage the modern T-L system.  They  need  

to  acquire  continuous  knowledge  and  

skills  on  the  fast changing Information 

Communication Technology to provide 

better T-L services to users ( S. Kumar and 

Rabindra K., 2011). As part of modern 

lectureship, it is vital for to be well versed 

with ICT applications to manage T-L 

methods and other web based services to 

cope up with the motivating & increasing 

information demands of the students. 

This study  is  intended  to  find  out  

the  effectiveness  of  using ICT  in  T-L  

process  in  technical institute  of  

Marathwada region.  By first giving a brief 

overview of the potential advantages of ICT 

use in education and the ways in which 

different ICT have been used in education, it 

will also assist policymakers in the nation in 

defining a framework for the appropriate and 

effective use of ICT in the technical 

educational system. Then Second, It 

addresses the effectiveness, cost, equity, and 

sustainability of using Technology in 

education, which are the four major 

challenges. 

 

2.1 Statement of Problem: 

The  technical  educational institutions  

at  the  district places of  Marthwada region  

have  the facilities  and  implications  of  ICTs  

in  the  process  of teaching  and  learning.  

To use ICTs properly and to realize their full 

benefits is a real challenge for the 

Marathwada region, as ICTs fail in many 

sectors of underdeveloped countries due to a 

number of fundamental issues like economy, 

right guidance, proper motivation, 

availability of IT, electricity, and so on.  

Thus,  the purpose  of  the  study was  to  

acquire  the  effectiveness of  using  ICTs  to  

stimulate  teaching  and  learning  in technical 

education of Marathwada region. 

The technical institute in Marathwada 

region are very positive towards the 

application of ICT in T-L methods. 

Classrooms & computer Laboratory are well 

equipped with ICT infrastructure and 

providing various ICT based resources and 

services to cater the information need of 

users. But no technical institute can provide 

effective T-L services without qualified and 

component teaching staff. The present study 

attempts to identify the ICT skills among T-

L professionals and ascertain the need of 

training  and  orientation  in  ICT-based  

resources  and  services  to  the  T-L  

professionals working in technical institute 

in Marathwada region. 

 

2.2 Research questions:   

The following 3  research  questions  

were considered  to  suit  the  requirements  

of  the  study as follows: 

1. What characteristics or causes allow for 

the growth of information and 

communication technologies in technical 

education? 

2. What effects do ICTs have during the 

teaching and learning process, both 

positive and negative? 

3. What are the latest developments in the 

Marathwada region's use of ICTs for 

teaching and learning? 

The study's particular goals are to 

identify the various elements that support the 

use of ICTs in education to improve teaching 

and learning, assess the influence of ICTs on 

T-L processes, and identify ICT-enabled T-L 

process innovations. 

3. Methodology 

This research was carried out to assess 

how well ICTs support the teaching and 

learning process.  In this study, the 

populations are teachers of the technical 
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educational institutes of Marathwada region. 

The size of the population is 3000  

(approximately). There are 107 well known 

technical institutes in Marathwada region. In  

this  research  clustered  sampling  was  used  

to  select technical  institutes  out  of  8 

districts  of  Marathwada region. It is 

important to note that the Marathwada region 

has very little Effective use of ICT into 

technical education.  The sample size was 

240 (8% of the representative population). 

Data from the corresponding teachers 

are gathered using Google form responses to 

a predefined Google form inquiry.  The 

opinions of the experts helped to assess the 

questionnaires.  The most of the 

questionnaire's questions asked respondents' 

opinions on various ICTs used at their 

institutions and asked them to evaluate their 

opinions on a five-point scale. Collected data 

was analysed by using following statistical 

methods and techniques of analysis.  The 

information was collected using frequency 

distribution, percentages, and weighted 

averages.  The weighted average shows how 

much weight the respondents gave to each 

item or phrase. 

On the basis of different aspects of ICTs used 

in their institutions following opinions are 

considered: 

 ICT use in T-L is promoted by the 

teacher’s opinions. 

 Teachers' perspectives on the effects of 

integrating ICTs into the T-L process. 

 Opinions of the teachers on ICT-based 

advancements in T-L method. 

 ICT training is needed and opinions. 

 Opinions on the factors that promote the 

utilization of ICTs. 

 
Table 1: ICT use in T-L is promoted by the 

teachers' opinions. 

(Number of Responses (N) = 219) 

5 point rating scale: 

(5: Strongly Agree, 4: Agree, 3: 

Neutral, 2: Disagree, 1: Strongly disagree) 

4. Findings 

The  response  regarding  “ICT is 

highly beneficial for enhancing T-L process 

techniques  in  technical institute” is Strongly  

Agreed (WA=  4.61),  which  indicates  that  

the response  is  significant.  The responses 

regarding “Technology will make teaching 

and learning more enjoyable and efficient”.  

is Agreed  (WA=  4.31); that indicates the 

response is significant. The response 

regarding “If ICT resources are utilised in T-

L, students will be more motivated to learn”. 

is  Strongly  Agreed  (WA= 4.54);  it  

indicates  that  the  response  is  significant. 

Following table shows opinions on the 

parameters that promote the usage of ICTs by 

219 respondents in T-L process: 

 
Table 2: Opinions on the parameters that 

promote the usage of ICTs. 

 
Fig. 1: Opinions Graph on the parameters 

that promote the usage of ICTs. 
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The findings show that all promotes 

self the use of ICTs for effective and efficient 

teaching and learning. This indicates that all 

of the factors listed in the table have a greater 

impact on how ICTs are used in Marathwada 

region technical education institutions. Yet, 

the majority of the teachers felt that it was 

time-saving, simple to inspire students, and 

cost-effective. According to the technical 

teachers, the use of ICTs in the classroom 

facilitates communication, is simple to set 

up, attractive, and has a significant impact on 

technical education. ICTs are easy to 

administrate, simple to integrate, and have a 

significant impact on the usage of ICTs in 

technical education, according to the 

teachers. Instructors are strongly encouraged 

to integrate new technology, such as ICTs, 

into the teaching and learning process, which 

will raise the standard of the technical 

colleges' T-L methods.  

Technology will make teaching and 

learning easier and more engaging, 

according to the majority of respondents. 

More than 50% of technical education 

teachers agreed, according to the research, 

that their teaching and learning process 

would be simpler, more engaging, and time-

saving than that of the traditional teaching-

learning model. More than 60% of Technical 

education teachers firmly acknowledged that 

ICT is important to the teaching-learning 

process. 

The majority of respondents shared 

their thoughts on how ICTs inspire high-

quality teaching and learning. The vast 

majority of survey participants firmly agreed 

that ICTs are essential for instructional 

design in technical education. ICTs can make 

technical education teachers more effective 

at what they do. 

The researcher developed 

recommendations for future actions to 

achieve greater impact in both areas of 

teaching and learning in the educational 

institutions of Marathwada region based on 

the research findings as outlined and the 

discussion on stimulating factors resulting 

from the evidence of gathered data. The 

technological institutes should have access to 

ICT facilities. 

The use of information and 

communication technologies in teaching and 

learning should be a priority for teachers. The 

government should allocate sufficient funds 

to guarantee that each classroom has the IT 

equipment it needs. Each teacher needs to 

have access to at least one computer with 

internet. 

Government should adopt appropriate 

policies to train educators in ICTs and their 

relevant fields. 

5. Conclusion 

The limitations to T-L activities 

include a lack of ICT competence among 

instructional teacher the use of improper 

teaching materials that don't support learning 

goals, and a lack of effective motivational 

strategies. The teachers' lack of ICT training 

is another significant impediment to raising 

the standard of technical education. 

The quality of technical education may 

be enhanced by updating these abilities. ICTs 

have had a very small effect on technical 

teaching experiences in particular up to this 

point, but in the years to come, their impact 

will increase drastically, and ICT will 

become a powerful agent for change among 

many educational practices. 

The technical institutes in the Marathwada 

region now offer ICT training and 

orientation, but these services are insufficient 

to completely prepare T-L personnel for the 

digital age. To improve the IT skills of 

professionals, institution authorities should 

schedule more in-house ICT training 

sessions, workshops, seminars, and 

conferences. 

Policy in this area should also help 

teachers to use technology by paying them 

for doing so and providing them with the 

proper in-service and initial teacher training. 

The advancement of instructional technology 

is accelerating quickly. The government 

should take the necessary steps to integrate 

ICTs into every technical institution in 

Marathwada region based on anticipated 

demand. 
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Abstract: The Visual Cryptography Scheme (VCS) is a secure technique that encrypt the secrets into an 

image by splitting image into a number of parts called shares. One of the distinct properties of VCS is that 

anyone can superimpose the shares and decode the secret image without any computation. Many schemes 

have been proposed to overcome the drawback associated with VCS using binary image. The current 

methodology propose a new (n, n) scheme to produce the lossless secret image based on codebook and also 

provide security to the secret shares so as any cannot hack the information while transmitting shares through 

the communication channels. The proposed methodology not only offer promising solution for security but 

also reduce complexity and reconstruct the lossless secret image without any distortion. 

Keywords: Visual Cryptography Scheme (VCS), Visual Secret Sharing (VSS), Pixel Expansion, Human 

Visual System (HVS), Mean Square Error (MSE), Peak Signal to Noise Ratio (PSNR) and Universal Quality 

Index (UQI), Extended Visual Cryptography (EVS) 

 

I. Introduction 
The Visual Cryptography Scheme 

(VCS) is a method of Visual Secret Sharing 

(VSS) suggested by Naor and Shamir that 

suggest the retrieval of image by stacking 

the shares of image without any 

cryptographic computation efforts [1]. In 

VCS, original secret image is splits into n 

number of different images called as 

shares. Each share includes binary pattern 

distributed among the ‘n’ participants. To 

reveal the original secret image, VSS 

scheme require k-out-of-n shares that 

means through single share anyone cannot 

retrieve complete information about 

original image, at least k (k is a subset of n) 

shares are needed. At last when number of 

all k subset shares superimpose, the 

original secret image is revealed which can 

see normally through human visual system 

(HVS) without any computation and 

cryptographic knowledge [2].  

The superimposing of shares can 

be done through logical bit-wise OR 

operation. But more than 50% visual 

quality not achieved through OR operation 

[3]. The visual quality of retrieved image 

can be measured by calculating contrast of 

the image. The contrast is a relative 

difference between the original image and 

retrieved image. The high visual quality of 

resultant secret image is calculated by bit-

wise XOR operation during superimposing 

shares [4]. 

This paper is organized as follows:  

In Section II presents the literature review 

of related work. The Section III describe 

the proposed methodology. In Section IV, 

the experimental results and performance 

analysis is carried out. Finally, the Section 

V includes the conclusion of proposed 

research work. 

II. Literature review 

Moni Naor and Adi Shamir [1] in 

1994 introduce the Visual Cryptography 

Scheme in which secret image is a 

collection of black and white pixels and 

each pixel is handled individually. One of 

the important feature of this scheme is that 

the decryption can easily done by Human 

Visual System (HVS) without using 

complex computation and the other feature 

that attracted people’s attention such as 

imperceptibility, security, high reliability 

and high capacity [5]. But this scheme have 

disadvantage that that they loss the contrast 

of resultant secret image. Contrast is very 

important parameter in Visual 

Cryptography because clarity of the 

recovered secret image is based on it by 

human Visual System [6]. 

A. (2, 2) Visual Cryptography Scheme 

(2 Subpixels) 
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The M. Naor and A. Shamir, 

proposed encoding scheme to share a 

binary image into two parts called the Share 

1 and Share 2 by using a codebook as 

shown in Table 1. Each pixel (p) of secret 

image is split into two subpixels (Black / 

White and White / Black) located next to 

each other in each of the two generated 

shares. If a pixel (p) is a White, select 

randomly pixels opposite to white pixel 

from codebook. In contrast, if a pixel (p) is 

a Black, select randomly pixels opposite to 

Black pixel from the codebook. 

Table 1:- The code book of (2, 2) secret 

sharing scheme (Two pixel expansion) 

Finally two Shares, Share 1 and 

Share 2 images will be constructed and 

forwarded towards the different 

participants. When these two shares are 

superimposed, the original secret image 

will be revealed and reconstructed secret 

image is shown by human eyes as shown in 

Fig.1 

Fig.1 :- (2, 2) Visual Cryptography Scheme 

(2 Subpixels)  

B. Two-out-of-two (2, 2) Visual 

Cryptography Scheme (4 Subpixels) 

In practical work, the Two-out-of-

two (2, 2) Visual Cryptography Scheme 

with four subpixels expansion can change 

the Aspect ratio of the original image which 

leads to loss of information, for this 

purpose Naor and Shamir suggested to use 

the four subpixels expansion by using a 

codebook as shown in Table 2. Here, in this 

process, the secret image is encoded into 

two shared images. During the process if a 

pixel is White, two blocks will be selected 

in random way from codebook. On other 

side, if a pixel is Black, then two blocks will 

be selected randomly from right of the 

codebook, then two shares will be 

constructed. Finally, at last moment 

original secret image is reveals by 

superimposing these two shared images. 
Table 2:- The code book of (2, 2) Visual 

Cryptography Scheme (Four subpixel 

expansion) 
 

C. Three-out-of-three (3, 3) Visual 

Cryptography Scheme 

This scheme encrypt the secret 

image into three shares based on pixel 

expansion techniques and later on when all 

these three shares superimpose then 

original secret image will be revealed. 
 

D. Extended Visual Cryptography 

(EVS) 

The Extended Visual 

Cryptography is an extension of VC. The 

difference lies in types of shares generated 

in both the techniques. The shares 

generated in VC are random noise-like 

shares as shown in Fig. 2 but Extended 

Visual Cryptography generates meaningful 

shares as shown in Fig. 3 having covered 

image visualize to human eye but the secret 

image is hidden in it. 

 

 
Fig 2: Random Noise like Share 
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            Fig 3: Meaningful Share 

 

The main aim of VCS is to encrypt 

the secrets for security and transmit faster 

through communication channel. The 

Extended Visual Cryptography is a type of 

cryptography which encodes a number of 

images in the way that when the images on 

transparencies are stacked together, the 

hidden message appears without a trace of 

original images. The decryption is done 

directly by the human visual system with 

no special cryptographic calculations [7].  
 

E. Progressive Visual Cryptography 

The basic (k, n)-threshold visual 

cryptography (VC) scheme is to share a 

secret image with n participants. The secret 

image can be recovered while stacking k or 

more shares obtained; but we will get 

decreasing if there are less than k pieces of 

shares being overlapped. On the contrary, 

progressive VC can be utilized to recover 

the qualitative secret image gradually by 

superimposing more and more shares up to 

kth value [8].  
 

III. The Proposed Methodology  
The proposed methodology uses 

(2, 2) Visual Cryptography Scheme by 

using codebook and generate secret image 

without pixel expansion. The proposed 

methodology also provide high security to 

the secret image so that secure information 

may not disclose while transferring through 

communication channel. 

As reference to Fig. 4, in proposed 

methodology, the original secret binary 

image is split into two part as share 1 and 

the share2. Out of two shares, share 2 again 

splits into number of cells (Tiles) and then 

all cells of share 2 are shuffle. In the next 

phase rows with even number will rotate in 

anti-clockwise direction by 180 degree and 

odd number rows will rotate in clockwise 

by 90 degree. After shuffling and rotating 

all cells, modified sequence of all cell is 

store in a key. Then send secret share 1, 

shuffled share 2 and a key towards the 

recipient side through transmission 

channels. 

 At the receiver side, when 

participant receives the share 1, shuffled 

share 2 and a key, receiver use the key the 

rearrange the all the cells of shuffled share 

2 to its original proper sequence and form 

the original form of share 2. Now to reveal 

the secret original image, share 1 and share 

2 are superimpose one on another. The 

participant receive the original secret image 

by staking shares using bitwise OR 

operation with distortion. Instead of bitwise 

OR operation if bitwise XOR operation is 

perform for stacking these shares, the 

lossless secret image will be given as 

resultant qualitative secrete image.     

 
      Fig 4:- Proposed Methodology 

 

In proposed methodology, two 

main algorithms are used, one for 

encryption which is based on codebook and 

another algorithm is related to decryption 

which is performed superimposing secret 

shares visualized by human eye.  

IV Experimental Results and 

Performance Analysis 

 In k out of k Visual Cryptography 

scheme all the k number of shares are 

needed to decode the image beside that in k 

out n threshold Visual Cryptography 

scheme only k number of shares are needed 
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to decode the image. The decryption 

process need not require expert knowledge 

on cryptography. In order to decode the 

encoded secret message all the k number of 

shares are overlapped one above another 

[1].  

 In (2, 2) VCS each pixel is divided 

into two sub pixels as shown in Table 1. 

Encryption and Decryption Algorithm 

for (2, 2) VC scheme 

1) Read the original image which is the 

secret and convert it to black and white 

2) Read the innocent image and its 

negative and resize it equal to the size of 

shares 

3) Initialize 2 matrices s1, s2 representing 

the two shares to zero 

4) Define 2 basis matrices: 

       C0 for black and C1 for white 

C0   C1 

1  1 1  0 

1    0 1  0 

5) Read each pixel of original image 

6) If pixel is black:                                                                                                

     Replace corresponding pixel in s1 and    

     s2 by C0 or column permutation of C0    

     If pixel is white: 

     Replace corresponding pixel in s1 and   

     s2 by C1or column permutation of C1 

7) Now replace alternative pixels of s1(s2) 

by alternative pixels of innocent image 

(negative) to get the final innocent 

shares. 

8) To get back the original secret image, 

print the shares on transparencies and 

stack them together. 

To evaluate the performance of proposed 

methodology, we have used different 

images such as Bird image with size 182 X 

184. Pixel expansion plays a vital role in 

visual secret sharing schemes and aspect 

ratio is unchanged that will be shown in 

Table 3.  

Another standard image of Lenna is also 

used to calculate the performance with size 

of height and width as 225 X 225, with this 

image also pixel expansion plays a vital 

role in visual secret sharing schemes and 

aspect ratio is also never be changed as 

shown in following Table 4. 

Bird image….. 
Input 

Original 
Secret Image 

Stacked OR 
Secret Image  

Stacked XOR 
Secret Image  

 
 
 
 
 

  

Height = 182 
Width  = 184 
Aspect Ratio = 
0.98913 

Height = 182 
Width  = 184 
Aspect Ratio =  
0.98913 

Height = 182 
Width  = 184 
Aspect Ratio = 
0.98913 

Table 3: Performance calculation on Bird 

image 

Lenna image….. 
Input Original 
Secret Image 

Stacked OR 
Secret Image  

Stacked XOR 
Secret Image  

 
 
 
 
 

  

Height = 225 
Width  = 225 
Aspect Ratio = 
1 

Height = 182 
Width  = 184 
Aspect Ratio = 
1 

Height = 182 
Width  = 184 
Aspect Ratio = 1 

Table 4: Performance calculation on Lenna 

image 

Performance Analysis-  
 The performance analysis is done 

by different quality measurement metrics 

such as Mean Square Error (MSE), Peak 

Signal to Noise Ratio (PSNR) and 

Universal Quality Index (UQI) [9]. The 

simplest and mostly used pixel wise error 

based measures is MSE and PSNR. The 

MSE is the squared intensity differences 

between the reference image (original 

secret image) and the test image (resultant 

image) pixels. The MSE is defined by  

     

      

   

Where,    

I – Original image of size m*n 

I’- recovered image of size m*n 

The PSNR can be defined by 
 

))((*20 maxlog
10

MSEsqrtPSNR
j



Where,  

maxj  - Maximum intensity value that exists 

in original image 

The higher the PSNR value better the 

quality of the reconstructed image [10]. 

 

The Universal Quality Index (UQI) is 

defined by modeling the image distortion 
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relative to the reference image as a 

combination of three factors such as loss of 

correlation, luminance distortion and 

contrast distortion. 
 

     2222 ''*/'4 yxxyUQI yxxy
 

 

Where, x’ and y’ are the mean value of the 

original and distorted images respectively. 
22

yx and
 are the variances, 

 xy is the 

covariance, the range of values for the 

index UQI is  [-1, 1]. The UQI value is 1 if 

and only if the images are identical. UQI is 

not exactly an HVS model and it performs 

much better than MSE [11]. 
 

All these quality measurement analyze on 

experimental images as shown in the Table 

5: 
  

Tested 
images 

MSE PSNR UQI 

Bird 
image 

0 ∞ 1 

Lenna 
image 

0 ∞ 1 

Table 5: Quality measurement on different 

images 

Following Table 6 shows that as we 

compare different Visual Cryptography 

Schemes, the quality measurement of 

proposed methodology shows the realistic 

qualitative results. 
 

Scheme / 
Parameter

s 

Pixel 
Expa
nsion 

Cont
rast 

MSE PSNR 

(2,2) VCS 4 Low 0.3601 4.4361 

(2,2) EVS 4 Low 0.5370 2.7002 

(2,2) RGVS 1 Low 0.4224 3.7432 

(2,2) RGVS 0 Mod
erate 

0.3733 3.3079 

Proposed 
(2,2) VCS 

0 High 0 ∞ 
(Infinity) 

Table 6: Quality measurement with different 

Visual Cryptography Scheme 
 

V. Conclusion 
In this paper, a (2, 2) Visual Cryptography 

Scheme has been proposed by using the 

codebook technique which is easy for 

implementation and is capable to provide a 

qualitative result as compared to previous 

different Visual Cryptography Schemes. 

Furthermore proposed methodology 

generates the high contrast image as well as 

lossless secret image having zero Mean 

Square Error with high PSNR value. 

Aspect ratio of resultant secret image of 

proposed methodology never be changed. 

The methodology also provide high level 

security while transmitting the shares 

through communication channels by using 

multilevel segmentation with alteration in 

share 2 so as information stored in it may 

not be reveals by unauthorized persons or 

hakkers. 
 

References 

[1] Naor, M., & Shamir, A., “Visual 

cryptography. In Advances in 

Cryptology—EUROCRYPT’94: 

Workshop on the Theory and Application 

of Cryptographic Techniques,” Springer 

Berl. Heidelb, pp. 1–12, May 1994. 

[2] J. Weir and W. Yan, “A Comprehensive 

Study of Visual Cryptography,” in 

Transactions on Data Hiding and 

Multimedia Security V, vol. 6010, Y. Q. 

Shi, Ed. Berlin, Heidelberg: Springer 

Berlin Heidelberg, 2010, pp. 70–105. doi: 

10.1007/978-3-642-14298-7_5. 

[3] S. Shivani and S. Agarwal, “Progressive 

Visual Cryptography with Unexpanded 

Meaningful Shares,” ACM Trans. 

Multimed. Comput. Commun. Appl., vol. 

12, no. 4, pp. 1–24, Aug. 2016, doi: 

10.1145/2935618. 

[4] M. E. Hodeish and V. T. Humbe, “An 

Optimized Halftone Visual Cryptography 

Scheme Using Error Diffusion,” 

Multimed. Tools Appl., vol. 77, no. 19, 

pp. 24937–24953, Oct. 2018, doi: 

10.1007/s11042-018-5724-z. 

[5] H. Sharma, N. Kumar, and G. K. Jha, 

“Enhancement of security in visual 

cryptography system using cover image 

share embedded security algorithm 

(CISEA),” in 2011 2nd International 

Conference on Computer and 

Communication Technology (ICCCT-

2011), Allahabad, India, Sep. 2011, pp. 

462–467. doi: 

10.1109/ICCCT.2011.6075137. 

[6] F. Liu, C. Wu, and X. Lin, “A new 

definition of the contrast of visual 

cryptography scheme,” Inf. Process. 

Lett., vol. 110, no. 7, pp. 241–246, Mar. 

2010, doi: 10.1016/j.ipl.2010.01.003. 

[7] G. Ateniese, C. Blundo, A. D. Santis, and 

D. R. Stinson, “Extended capabilities for 

visual cryptography,” Theor. Comput. 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 74 

 

Sci., vol. 250, no. 1–2, pp. 143–161, Jan. 

2001, doi: 10.1016/S0304-

3975(99)00127-9. 

[8] Y.-C. Hou and Z.-Y. Quan, “Progressive 

Visual Cryptography With Unexpanded 

Shares,” IEEE Trans. Circuits Syst. 

Video Technol., vol. 21, no. 11, pp. 1760–

1764, Nov. 2011, doi: 

10.1109/TCSVT.2011.2106291. 

[9] T. Samajdar and Md. I. Quraishi, 

“Analysis and Evaluation of Image 

Quality Metrics,” in Information Systems 

Design and Intelligent Applications, vol. 

340, J. K. Mandal, S. C. Satapathy, M. 

Kumar Sanyal, P. P. Sarkar, and A. 

Mukhopadhyay, Eds. New Delhi: 

Springer India, 2015, pp. 369–378. doi: 

10.1007/978-81-322-2247-7_38. 

[10] H. R. Sheikh, M. F. Sabir, and A. C. 

Bovik, “A Statistical Evaluation of 

Recent Full Reference Image Quality 

Assessment Algorithms,” IEEE Trans. 

Image Process., vol. 15, no. 11, pp. 

3440–3451, Nov. 2006, doi: 

10.1109/TIP.2006.881959. 

[11] Zhou Wang and A. C. Bovik, “A 

universal image quality index,” IEEE 

Signal Process. Lett., vol. 9, no. 3, pp. 

81–84, Mar. 2002, doi: 

10.1109/97.995823. 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 75 

 

Effort and Cost benefit analysis of cloud Data Warehouse over 

Traditional Data Warehouse 
 

Pooja D. Kavishwar1, Dr. S. R. Pande2 
1Research Scholar, Department of Computer Science, SSESA’s Science College, 

Congress Nagar, Nagpur 
2Head of the Department, Department of CS, SSESA’s Science College, Congress 

Nagar, Nagpur 
 

Abstract: Data warehousing (DWH) provides an approach of converting operational data into beneficial 

and reliable information to assist the decision-making process in any organization. There are two ways where 

a data warehouse can be built either on premise that is traditional or cloud data warehouse. In this paper, a 

cost benefit analysis of Snowflake cloud data warehouse and a traditional data warehouse is done which 

states benefits of cloud platform over traditional data warehouse. Thus, it helps a proper selection of the 

data warehouse for a business. 

Keywords: Data warehouse, Traditional Data warehouse, Cloud data warehouse, Snowflake 

 

1. Introduction 
A data warehouse is a system that 

collects data from different sources within 

an organization or business. Data 

warehouses are as centralized data 

repositories for analytical and reporting 

purposes. The data warehouse space is 

enhancing rapidly.Early architecture of data 

warehouse known as Traditional warehouse 

is still used for business intelligence. It is an 

integrating structured data for business 

intelligence and decision support systems. 

Traditional data warehouses are also known 

as on-premises data warehouse as they make 

updating and managing business technology 

with an additional layer of support. A 

traditional data warehouse is located on-site 

at an office. To run a traditional warehouse 

user has to purchase the hardware, set up the 

server rooms and hire the staff to run it. Data 

being captured and stored by businesses was 

increasing, and thus providing a need for an 

alternative to OLTP databases that could 

process big volumes of data more efficiently. 

Thus, there was an evolution towards cloud 

data warehouse. 

Cloud-based data warehouses are the 

new standard. Cloud based data warehouse 

has replaced extra hardware needed. It has 

also replaced server rooms. Overhead to 

hire, train and maintain a team to run 

hardware is gone. Cloud also provides easy 

and unlimited purchase of storage space and 

computing power for business data. Cloud 

data warehouses took the assistances of the 

cloud and applied them to data warehouses 

taking massive parallel processing to data 

teams of all sizes. There are many cloud-

based data warehouse such as Amazon 

Redshift, Google Big Query, Snowflake, and 

Microsoft Azure SQL 

Thus, traditional data warehouse ideas 

arenot gone. Classical data warehouse 

theory supports most of cloud-based data 

warehouses features. 

This paper explains traditional and 

cloud data warehouse architecture 

(Snowflake platform) and gives with a cost-

benefit analysis of traditional vs. cloud data 

warehouses which can act as guide to select 

a good platform for data warehouse. 

 

2. On premise Traditional DW 

Architecture 
A traditional DW is a multi-tiered 

series of servers, data stores, and 

applications. Traditional data warehouse 

architecture employs a three-tier structure 

composed of the following tiers. 

Bottom tier: This tier extracts data from 

many different sources, such as from 

transactional databases used for front-end 

applications with the help of database server. 

A database server used is Relational 

Database Management System. Data 

sources such as operational databases and 

other types of front-end data such as CSV 

and JSON files are fed to this layer. Thus, 

this tier removes data from the origin data 

sources with the help of data servers  
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Middle tier: The middle tier families an 

OLAP server, which transforms the data into 

a structure better suited for analysis and 

complex querying. The OLAP server can 

work in two ways: either as an extended 

relational database management system 

whichplots the operations on 

multidimensional data to standard relational 

operations (Relational OLAP), or using a 

multidimensional OLAP model that directly 

implements the multidimensional data and 

operations. 

An OLAP server that either directly 

implements the operations, or maps the 

operations on multidimensional data to 

standard relational operations, e.g., 

flattening XML or JSON data into rows 

within tables. 

Top tier: The top tier is the clientlayer. 

High-level data analysis, querying reporting, 

and data mining is done in this tier with the 

help of different tools. The top tier is like to 

a user interface layer. 

 

 
Fig.1: Architecture of Traditional Data 

warehouse 

3. Cloud data warehouse architecture 
Each cloud data warehouse has its 

own characteristics and architecture. This 

paper explained architecture of Snowflake 

cloud data warehouse. 

Snowflake’s architecture is a mix of 

traditional shared-disk and shared-nothing 

database architectures. Snowflake uses a 

central data repository which is shared by 

other compute nodes. Snowflake progresses 

queries using MPP (massively parallel 

processing) compute clusters where each 

node in the cluster stores a part of the entire 

data set locally. This approach offers the 

easy data management simplicity with the 

performance and scale-out benefits. 

Snowflake’s unique architecture consists of 

three key layers: 

Database Storage: Snowflake loads data 

after reorganizing data in its internal 

optimized, compressed and columnar 

format. After this the organized data is 

stored in cloud storage. Data storage accepts 

as the organization, file size, structure, 

compression, metadata, statistics, and other 

aspects of data storage are handled by 

Snowflake. Thus, these data objects can be 

accessed with the help of SQL query 

operations by snowflake only. 

Query Processing: This layer performs 

Query execution using ‘Virtual Warehouse’. 

Virtual warehouse is a compute cluster 

consisting of multiple nodes provided by 

cloud. Also known as MPP- Massively 

Parallel Processing compute cluster. Though 

running parallelly they maintain 

independent cluster that does not share 

compute resources with other virtual 

warehouses. Therefore, there is no impact on 

the performance of virtual warehouses. 

Cloud Services: This layer provides 

collection of services that performs activities 

across Snowflake. 

All components of snowflake are tied 

together by these services. They process user 

requests, from login to query dispatch. 

Cloud instances helps to run these services 

provided by Snowflake cloud provider. 

Servicesin this layer include: 

• Authentication 

• Infrastructure management 

• Metadata management 

• Query parsing and optimization 

• Access control 
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Figure 2: Architecture of Snowflake Cloud 

Data warehouse 

4. Comparison of traditional and 

cloud cost benefit analysis 

Below table is compiled by 

researcher considering various accepts to 

compare.  

Comparing 
Aspects 

Traditional 
Data 
Warehouse  

Snowflake 
Cloud Data 
Warehouse 

Cost  High Storage 
space, 
Hardware, 
setup and 
people cost 

Less storage 
cost. No 
hardware and 
people cost 

Data 
Storage 

Limited 
Storage 

Limitless 
Storage 

Data 
structure 

No support for 
Semi-
structured and 
unstructured 
data 

Automatically 
handles 
unstructured 
data 

Scalability Scaling up is 
tedious and 
time-
consuming as 
both hardware 
and software 
must be 
reconfigured. 
Huge 
investment in 
scaling 

Instant scaling 
is possible 
whenever 
required, both 
vertically and 
horizontally. 
Affordable 
investments.  

Integration Complicated 
and tedious as 
no in-built 
services to 
perform the 
task. 

Simple 
integrations as 
cloud service 
provider 
proves 
services to 
integrate 

different 
resources 

Performanc
e 

High volume 
and 
complexities of 
user queries 
increase server 
load also Low 
Quality of 
hardware and 
software as 
well as the 
skills of the IT 
team diminish 
performance 

Peak 
workloads are 
split 
dynamically 
between 
resources for 
load balancing 
to maintain 
performance.  

Security In premise can 
be low due to 
multiple access 
to data by 
multiple 
people.   

Uses high 
class security 
accepts to 
secure data 
world wide 

Reliability Low reliability 
as failures to 
be handled by 
people in 
premise and 
responsibility 
of the owner 

High reliability 
as failure is 
handled by 
cloud service 
provider  

Speed Fast Processing 
due to on 
premise 
hardware 
support. 

Slow 
processing 
than 
traditional 
Data 
warehouse 
processing 
systems. 

Table 1: Comparison table of Traditional 

and Cloud Data warehouse  

5. Conclusion 

The traditional data warehouses were 

not apt on analytical processing of data but 

solved the problem of processing and 

synthesizing large data volumes.Hardware, 

Software which was overhead in traditional 

are all managed by a third-party cloud 

provider in Snowflake. Scaling the 

warehouse as business analytics needs 

increases is simple and automatic. 

The warehouse being hosted in the 

cloud makes it more accessible, and with a 

rise in cloud SaaS products, integrating a 

cloud data warehouse is simple. The reduced 

overhead and cost of ownership with cloud 

data warehouses often makes them much 
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cheaper than traditional warehouses.Thus, 

cloud proves an easy, convenient and cost-

effective data warehouse.  
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Abstract: The use of human facial recognition is huge in security, biometrics, entertainment, personal safety, 

etc. Therefore extraction of required facial expression features from the human face image is an important 

task for face recognition. Facial expressions are natural means of communications between humans and play 

a major role in pattern recognition and image processing. Researchers want to develop new method that can 

interpret, and extract facial expressions so that computers can make better emotional predictions. Research 

in human face emotion recognition has considered seven basic facial expressions namely anger, disgust, fear, 

happy, sad, surprise and neutral. To detect the expression of a human face, first it is required to detect the 

different facial features such as the movements of eye, nose, lips, etc. and then classify them comparing with 

trained data using a suitable classifier for expression recognition. The three main phases of facial expression 

recognition are used such as face detection, facial feature extraction and facial feature classification and 

recognition. In this paper we study the different facial feature recognition techniques proposed by various 

researchers: Gabor, DWT, DCT, RSST Segmentation and Local Binary Patterns (LBP) features with some 

advantages and disadvantages. 

Keywords: Facial Expression Recognition (FER), Gabor filter, Discrete Wavelet Transform, Discrete Cosine 

Transform, Recursive Shortest Spanning Tree (RSST) segmentation, Local Binary Patterns. 

 

1. INTRODUCTION 

Human facial expression 

recognition (FER) through facial 

expression detection is one of the important 

fields of study for pattern recognition. In 

the field of computer vision and machine 

learning, various facial expression 

recognition systems have been explored to 

encode expression information from facial 

representations. Its applications include 

human–computer interface, human 

emotion analysis, and medical care and 

cure. The task of automatically recognizing 

different facial expressions in human–

computer environment is significant and 

challenging. Due to its wide range of 

applications, automatic facial expression 

recognition has attracted much attention in 

recent years [1-4].  

The physical or mental state of a 

person at one time can be obtained by 

analyzing facial expressions. Therefore, 

facial expression recognition is of great 

significance in autopilot, human-computer 

interaction, medical treatment and other 

fields related to facial expression, and have 

gradually become a more and more 

important research direction[5]. 

From the start of the day there are 

plenty of emotions till the end, hence the 

emotions play a key role in decision making 

[6]. The emotion is recognized by only with 

the help of expressions. The person can 

recognize the expressions by seeing 

directly them because every facial emotion 

has its own expression but person to person 

a little bit of variation may exist. The 

system which implements the recognition 

of the human facial expressions is called 

facial emotion recognition system. The 

facial emotion recognition system involves 

in the following steps are Face Detection, 

Face Recognition, Facial Emotion 

Recognition system. 

An effective facial representation 

from original face images is a vital step for 

successful facial expression recognition. 

There are two common approaches to 

extract facial features: geometric feature-

based methods and appearance-based 

methods [1]. Geometric features present the 

shape and locations of facial components, 

which are extracted to form a feature vector 

that represents the face geometry. Recently 
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Valstar et al. [7-8] have demonstrated that 

geometric feature-based methods provide 

similar or better performance than 

appearance-based approaches in Action 

Unit recognition. With appearance-based 

methods, image filters, such as Gabor 

wavelets, are applied to either the whole-

face or specific face-regions. 

The paper is organized as follows. 

In section 2, Face detection and recognition 

is described. Starting with a brief 

description of Facial Expression 

Recognition and Feature extraction in 

section 3 and 4, Gabor Filter, Discrete 

Wavelet Transform, DCT, RSST 

segmentation and LBP with Template 

matching and SVM are described in 

sections 4.1, 4.2, 4.3, 4.4 and 4.5 

respectively. Some conclusions and future 

work are then given in section 5.  

2. FACE DETECTION AND 

RECOGNITION 

2.1 Face Detection 

The purpose of extracting the face 

region from the background means face 

detection. Face detection from images is a 

key problem and a necessary first step in 

face recognition systems. The several 

applications such as content-based image 

retrieval, video coding, video conferencing, 

crowd surveillance, and intelligent human-

computer interfaces. 

Face detection can be regarded as a 

more general case of face localization. In 

face localization, the task is to find the 

locations and sizes of a known number of 

faces (usually one). In face detection, one 

does not have this additional information.  

Early face detection algorithms 

focused on the detection of frontal human 

faces, whereas newer algorithms attempt to 

solve the more general and difficult 

problem of multi-view face detection [9].  

This means that the detection of faces that 

are either rotated along the axis from the 

face to the observer (in-plan rotation), or 

rotated along the vertical or left-right axis 

(out-of-plane rotation), or both. The newer 

algorithms take into account variations in 

the image or video by factors such as face 

appearance, lighting, and pose. Face 

detection is used in biometrics, often as a 

part of a facial recognition system. 

 

Fig. 1: Face Detection 

2.2 Face Recognition 

Face recognition system is 

computer application that automatically 

identifying or verifying a person from a 

digital image by comparing selected facial 

features from the image and a facial 

database. The accuracy of face recognition 

depends on how well the input images have 

been compensated for illumination, pose  

and facial expression. The variations of 

facial appearances caused by illumination. 

The appearances are classified into four 

main components: diffuse reflection, 

specular reflection, attached shadow and 

cast shadow [10]. Variations among images 

of the same face due to illumination and 

viewing direction are almost always larger 

than image variations due to change in face 

identity. 

 

Fig. 2: Face Recognition 

3. FACIAL EXPRESSION 

RECOGNITION 

Facial expression is one of the most 

powerful and immediate means for humans 

to communicate their emotions, cognitive 

processes, intentions, physical efforts or 

other intra or interpersonal meanings [11, 

25-29].  
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The general approach to facial expression 

recognition consists of five steps [12]. 

1. Image acquisition: Images used for 

facial expression recognition are static 

images and image sequences. Ideally a 

face acquisition stage features on 

automatic face detector that allows 

locating faces in complex scenes with 

cluttered background.  

2. Pre-processing: It is a process which 

can be used to improve the performance 

of the FER system and it can be carried 

out before feature extraction process. It 

often takes the form of signal 

conditioning together with 

segmentation, location or tracking of the 

face or its parts.  

3. Feature Extraction:  This methods can 

be categorized according to whether 

they focus on motion or deformation of 

faces and facial features, respectively. 

4. Classification: Expression 

categorization is performed by 

classifiers. Covering parametric as well 

as non-parametric techniques has been 

applied to the automatic expression 

recognition problem.  

5. Post-processing: It aims to improve 

recognition accuracy by exploiting 

domain knowledge to correct 

classification errors. 

Some examples of feelings are; 1) 

Anger 2) Fear 3) Joy 4) Disgust 5) Sad 6) 

Surprise and 7) Neutral. 

 

 

a) Anger   b) Fear c) Joy d) Disgust e) Sad f) 

Surprise g) Neutral 

 

(Happy, Surprise, Fear, Angry, Sad and 

Disgust) [25] 

Fig. 3: Sample of face expressions 

4. FACIAL FEATURE 

EXTRACTION TECHNIQUES 

There are two methods to extract 

the features Geometric feature extraction 

method and non-geometric feature 

extraction method. In geometric method the 

parts of the image is consider for feature 

extraction such as mouth, eyes and nose 

and in the non-geometric feature extraction 

method whole image is consider for feature 

extraction. 

4.1 Gabor Filter 

Gabor Filters applied to images to extract 

features aligned at particular orientations or 

angles. It possess optimal localization 

properties in both spatial and frequency 

domains and they have been successfully 

used in many pattern recognition 

applications [13]. Gabor Filter bank can 

capture the relevant frequency spectrum in 

all directions. Gabor Filter is a complex 

exponential modulated by a Gaussian 

function in the spatial domain [14]. The 

equation of Gabor Filter can be represented 

as: 

 
where (x, y) is the pixel position in the 

spatial domain, λ is the wavelength (a 

reciprocal of frequency) in pixels, θ is the 

orientation of a Gabor Filter, and Sx, Sy are 

the standard deviation along the x and y 

directions respectively. The parameters x’ 

and y’ are given as 

x' = xcosɵ + ysinɵ  

y' = - xcosɵ + ysinɵ 

The advantage of a gabor filter are 

concentration on important components of 

face such as mouth, eyes, nose, etc. Gabor 

features are invariance to illumination, 

rotation, scale and transform and have 

optimal localization property in frequency 

and spatial domain. But the disadvantage is 

not to represent face global structure and 

face texture. The dimension of feature 

vector obtained from Gabor Filter is very 

huge so the time for performing Gabor 

Filter feature extraction is very high. Gabor 

Filters are not optimal when objective is to 

achieve broad spectral information with 

maximum spatial localization. 

4.2 Discrete Wavelet Transform  
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Wavelet Transform gives both the 

spatial and frequency information of the 

images. The signal is cut into several parts 

and each part is analyzed separately in the 

frequency representation. The Commonly 

used discrete wavelets are daubechies 

wavelets [15]. Wavelets with one level 

decomposition is performed by using the 

high pass filter ‘g’ and the low pass filter 

‘h’. Convolution with the low pass filter 

gives the approximation information while 

convolution with the high pass filter leads 

to the detail information [16]. The overall 

process is modeled in the following 

equation 1- 4. 

A = [ h * [ h * f ] x ↓ 2] y ↓ 2 … …{1} 

V = [ h * [ g * f ] x ↓ 2] y ↓ 2 … …{2} 

H = [ g * [ h * f ] x ↓ 2] y ↓ 2 … …{3} 

D = [ g * [ g * f ] x ↓ 2] y ↓ 2 … …{4} 

The ‘*’ represents the convolution 

operation and ‘↓2’ represents the down 

sampling by 2 along the direction x or y 

[15]. To correct this sample rate, the down 

sampling of the filter by 2 is performed (by 

simply throwing away every second 

coefficient). The daubechies wavelets have 

many wavelets functions. In this 

decomposition, A gives the approximation 

information and the image is a blur image 

as shown in fig. 4. H gives the horizontal 

features, V gives the vertical features and D 

gives the diagonal features present in the 

image. While compared with remaining 

three wavelet coefficients, the wavelet 

coefficient A gives the high performance. 

Further D gives the less performance. Using 

the A + H + V + D wavelet coefficients 

leads to a performance which is nearly 

equal to the A’s performance. So the A’s 

coefficients are used to form the feature 

vector. 

 

Fig. 4 Discrete Wavelet Transforms 

The advantages of DWT have the 

feature of multi-resolution, locality, 

sparsity, de-correlation. These properties 

make the wavelet domain of natural image 

more propitious to feature extraction for 

face recognition, compared with direct 

spatial domain. It have the ability to capture 

localized spatial frequency information of 

image motivates their use for feature 

extraction. 

4.3 Discrete Cosine Transform  

The N*N image used in DCT for 

feature extraction. From this image we get 

a 2D coefficient matrix. In this matrix high 

frequency components are located at the 

top left corner of the matrix and the low 

frequency component are located at the 

bottom right corner of the matrix. The 

selection static coefficient selection 

approach is used for the coefficient. In this 

approach zigzag scanning is used as shown 

in fig. 5[17]. 

 

Fig. 5 Discrete Cosine Transform 

In the above fig.5 shows two 

components AC and DC. The AC 

components represents individual pixel 

value while DC component represents the 

whole image.  

Discrete Cosine Transform have 

the properties of decorrelation, energy 

compaction, orthogonality and separability. 

The DCT does a better job of concentrating 

energy in to lower order coefficients. These 

are the advantages of DCT feature 

extraction technique. The disadvantage of 

the DCT feature extraction technique is that 

the DCT features are sensitive to changes in 

the illumination direction. In DCT, only 

spatial co-relation of pixel inside the single 

2D-block is considered and co-relation 

from pixel of neighboring block is 

neglected and the magnitude of the DCT 

coefficients is not spatially invariant. 

4.4 RSST Segmentation 

A face-bounding box is obtained 

from the skin map. The Recursive Shortest 
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Spanning Tree (RSST) segmentation 

algorithm is applied for creating a 

segmentation partition of homogeneous 

regions. Possible mouth features are first 

identified based on the redness property of 

image pixels and the corresponding RSST 

regions. Eye features are then identified 

relative to the position of the mouth, by 

searching for regions which satisfy some 

statistical, geometrical, and structural 

properties of the eyes in frontal face 

images. A general view of a frontal face 

image containing a mouth and two eyes is 

shown in fig. 6. 

 

Fig. 6. A frontal face view 

E
l 

and E
r 

represent left and right 

eyes respectively, while M represents the 

mouth feature. The distance between the 

two eyes is w and the distance from the 

mouth to the eyes is h. In frontal face 

images, structural relationships such as the 

Euclidean distance between the mouth, and 

the left and right eye, the angle between the 

eyes and the mouth, provide useful 

information about the appearance of a face. 

These structural relationships of the facial 

features are generally useful to constrain 

the facial feature detection process [18]. A 

search area represented by the square of 

size (3w x 3w) is also an important 

consideration in order to search for faces 

based on the detected eye feature positions 

in the image. 

4.5 Local Binary Patterns (LBP) 

The original LBP operator was 

introduced by Ojala et al. [19], and was 

proved a powerful means of texture 

description. The operator labels the pixels 

of an image by thresholding a 3 x 3 

neighborhood of each pixel with the center 

value and considering the results as a binary 

number. The 256-bin histogram of the LBP 

labels computed over a region is used as a 

texture descriptor. The derived binary 

numbers called Local Binary Patterns or 

LBP codes. It codify local primitives 

including different types of curved edges, 

spots, flat areas, etc. 

Due to its discriminative power and 

computational simplicity, LBP texture 

operator [23] has become a popular 

approach in various applications. It can be 

seen as a unifying approach to the 

traditionally divergent statistical and 

structural models of texture analysis. 

Perhaps the most important property of the 

LBP operator in real-world applications is 

its robustness to monotonic gray-scale 

changes caused, for example, by 

illumination variations. 

The most important property of the 

LBP operator in real-world applications is 

its robustness to monotonic gray-scale 

changes caused by illumination variations. 

Another important property is its 

computational simplicity [24], which 

makes it possible to analyze images in 

challenging real-time settings. The 

drawbacks in this system are it is highly 

sensitive to glasses and it is time consuming 

process. To overcome the drawbacks of 

existing system, a new method is proposed 

i.e. 2D-PCA (Principal Component 

Analysis).  

The different machine learning 

techniques, including Template matching, 

SVM, Linear Discriminant Analysis and 

the linear programming technique, are used 

to recognize expressions. 

4.5.1. Template matching 

Template matching is used to 

perform face recognition using the LBP-

based [20] facial representation. A template 

is formed for each class of face images, 

then a nearest-neighbour classifier is used 

to match the input image with the closest 

template. 

 

Fig. 7. A face image is divided into small 

regions from which LBP histograms are 

extracted and concatenated into a single, 

spatially enhanced feature histogram. 
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The Chi square statistic (X2) also 

selected as the dissimilarity measure for 

histograms: 

 

where S and M are two LBP histograms. It 

is observed that some local facial regions 

contain more useful information for 

expression classification than others. 

4.5.2 Support Vector Machine (SVM) 

SVM is alternative classifiers for 

expression recognition. As a powerful 

machine learning technique for data 

classification, SVM [21-22,30] performs an 

implicit mapping of data into a higher 

(maybe infinite) dimensional feature space, 

and then finds a linear separating 

hyperplane with the maximal margin to 

separate data in this higher dimensional 

space. 

SVM makes binary decisions, so 

the multiclass classification here is 

accomplished by using the one-against-rest 

technique, which trains binary classifiers to 

discriminate one expression from all others, 

and outputs the class with the largest output 

of binary classification. 

5. CONCLUSION AND FUTURE 

WORK 

In this research paper we study the 

Gabor, Wavelet, DCT, RSST segmentation 

and LBP feature extraction technique with 

some advantages and disadvantages. We 

observed that the DCT Feature extraction 

technique have the higher recognition rate 

compare to Wavelet Transform and Gabor 

filter feature extraction techniques.  

We also presented the frontal face 

detection using facial features theory. 

Using a facial feature extraction step prior 

to performing PCA analysis helps to 

address two requirements for this system. 

Firstly, the search for faces does not need to 

be carried out at every pixel location in the 

image since a small search space can be 

obtained using the detected facial feature 

points. Secondly, the face detection process 

can be carried out in one cycle over a 

normalized search space, thereby avoiding 

the requirement of processing the image at 

multiple scales. 

We also presented the study of 

facial expression recognition based on 

Local Binary Patterns features. Deriving an 

effective facial representation from original 

face images is a vital step for successful 

facial expression recognition. We 

demonstrated the applicability of SVM in a 

face detection system which performs 

comparably to others state-of the art 

system. 

In future we work on feature 

extraction techniques for improving 

recognition rate either we introduced the 

new feature extraction technique or using 

the hybrid approach for the feature 

extraction for the facial expression 

recognition. 
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Abstract: The field of cloud computing has reached to the new heights of technical Development and also 

speeding up the growth of the computational services in organization. Even after transferring to the cloud 

becoming an alluring trend from a financial approach, there are several other aspects that must be taken into 

consideration by all organization before they decide to implement cloud services. The cloud services are used 

as and when required for the users. With the tremendous growth in the cloud environment there are major 

issues that everyone should take into consideration like data security and protection against access control! 

Risk is estimated based on statistical assumptions, and those are changing over time. Each party needs to 

manage their risk towards an acceptable level (multi-party security). The residual risk is never zero, there is 

no absolute security. In this paper we present security analysis in context of the data security provided in 

different types of cloud services and domains. The aim of this paper is to pro- vide a better understanding of 

the design challenges of cloud computing and identify important research directions in this increasingly 

important area. In this paper, we present security analysis in the context of data security of using a cloud 

environment.  
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Introduction: 
Cloud computing environment is used 

as and when required for the users and 

different services. For example, in order to 

process a user request, a service provider 

can draw the necessary resources on-

demand, perform a specific job and then 

hand over the unneeded resources and often 

dispose them after the job is done. Contrary 

to the traditional computing environment, 

data and the application is controlled by the 

service provider [1,2,3,4]. With the growth 

and development in cloud computing there 

is major concern about the data security and 

protection against external and internal 

access and threats. Despites of this cloud 

services give many advantages such as On-

demand Infrastructure, pay as you go, 

reduced cost of maintenance, elastic scaling 

etc. are fascinating reason for enterprises to 

use cloud computing environments. In a 

cloud computing data storage and 

computation are performed in a single data 

center. Since cloud is responsible for 

providing various services according to the 

user requirements there are more chances 

for vulnerability and hacking attacks. 

Single reason may not be allocated for any 

data loss or attack. As shown in Fig.1 the 

data may be located at several 

geographically distributed nodes in the 

cloud. There may be multiple points where 

security breach can occur. It is very much 

difficult to track the security breach in 

clouds as compared to traditional 

computing environments. This 

technological trend has enabled the 

realization of a new computing model 

called cloud computing, in which resources 

(e.g., CPU and storage) are provided as 

general utilities that can be leased and 

released by users through the Internet in an 

on-demand fashion. In a cloud computing 

environment, the traditional role of service 

provider is divided into two: the 

infrastructure- true providers who manage 

cloud platforms and lease re- sources 

according to a usage-based pricing model, 

and service providers, who rent resources 

from one or many infrastructure providers 

to serve the end users. The emergence of 

cloud computing has made a tremendous 

impact on the Information Technology (IT) 

industry over the past few years, where 

large companies such as Google, Amazon 

and Microsoft strive to provide more 

powerful, reliable and cost-efficient cloud 

platforms, and business enterprises seek to 

reshape their business models to gain 

benefit from this new paradigm. The term 

“cloud” has also been used in various 

contexts such as describing large ATM 

networks in the 1990s. However, it was 

after Google’s CEO Eric Schmidt used the 
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word to describe the business model of 

providing services across the Internet in 

2006, that the term re- ally started to gain 

popularity. Since then, the term cloud 

computing has been used mainly as a 

marketing term in a variety of contexts to 

represent many different ideas. 

 

NIST definition of cloud computing  

Cloud computing is a model for enabling 

convenient, on-demand network access to 

a shared pool of configurable computing 

resources (e.g., networks, servers, 

storage, applications, and services) that 

can be rapidly provisioned and released 

with minimal management effort or 

service provider interaction. 
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2. State-of-the-art in Cloud Computing 

 

In this section, we present the state-of-the-

art implementations of cloud. We first 

describe the key technologies currently 

used for cloud computing. Then, we survey 

the popular cloud computing products. 

2.1 Cloud computing technologies 

This section provides a review of 

technologies used in cloud computing 

environments. 

 

2.1.1 Architectural design of data centers 

A data center, which is home to the 

computation power and storage, is central 

to cloud computing and contains thou- 

sands of devices like servers, switches and 

routers. Proper planning of this network 

architecture is critical, as it will heavily 

influence applications performance and 

throughput in such a distributed 

computing environment. Further, 

scalability and resiliency features need to 

be carefully considered. 

Currently, a layered approach is the basic 

foundation of the network architecture 

design, which has been tested in some of the 

largest deployed data centers. The basic 

layers of a data center consist of the core, 

aggregation, and access layers, as shown in 

Fig. 1.  

 
Fig.1 Basic layered design of data 

center network infrastructure 

 

The access layer is where the servers in 

racks physically connect to the network. 

There are typically 20 to 40 servers per 

rack, each connected to an access switch 

with a 1 Gbps link. Access switches usually 

connect to two aggregation switches for 

redundancy with 10 Gbps links. The 

aggregation layer usually provides 

important functions, such as domain 

service, location service, server load 

balancing, and more. The core layer 

provides connectivity to multiple 

aggregation switches and provides a 

resilient routed fabric with no single point 

of failure. The core routers manage traffic 

into and out of the data center. 

A popular practice is to leverage 

commodity Ethernet switches and routers to 

build the network infrastructure. In 

different business solutions, the layered 

network infrastructure can be elaborated to 

meet specific business challenges. 

Basically, the design of data center network 

architecture should meet the following 

objectives [1, 21–23, 35]: 

 

Uniform high capacity: The maximum rate 

of a server- to-server traffic flow should be 

limited only by the available capacity on the 

network-interface cards of the sending and 

receiving servers, and assigning servers to a 

service should be independent of the 

network topology. It should be possible for 

an arbitrary host in the data center to 

communicate with any other host in the 

network at the full bandwidth of its local 

network interface. 
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Free VM migration: Virtualization allows 

the entire VM state to be transmitted across 

the network to migrate a VM from one 

physical machine to another. A cloud 

computing hosting service may migrate 

VMs for statistical multiplexing or 

dynamically changing communication 

patterns to achieve high bandwidth for 

tightly coupled hosts or to achieve variable 

heat distribution and power availability in 

the data center. The communication 

topology should be de- signed so as to 

support rapid virtual machine migration. 

 

Resiliency: Failures will be common at 

scale. The net- work infrastructure must be 

fault-tolerant against various types of server 

failures, link outages, or server-rack 

failures. Existing unicast and multicast 

communications should not be affected to 

the extent allowed by the underlying 

physical connectivity. 

 

Scalability: The network infrastructure 

must be able to scale to a large number of 

servers and allow for incremental 

expansion. 

 

Recessive compatibility: The network 

infrastructure should be backward 

compatible with switches and routers 

running Ethernet and IP. Because existing 

data centers have commonly leveraged 

commodity Ethernet and IP based de- 

vices, they should also be used in the new 

architecture with- out major 

modifications. 

Another area of rapid innovation in the 

industry is the de- sign and deployment of 

shipping-container based, modular data 

center (MDC). In an MDC, normally up to 

a few thou- sands of servers, are 

interconnected via switches to form the 

network infrastructure. Highly interactive 

applications, which are sensitive to 

response time, are suitable for geo- 

diverse MDC placed close to major 

population areas. The MDC also helps 

with redundancy because not all areas are 

likely to lose power, experience an 

earthquake, or suffer riots at the same 

time. Rather than the three-layered 

approach discussed above, Guo et al. [22, 

23] proposed server-centric, recursively 

defined network structures of MDC. 

 

2.1.2 Distributed file system over clouds: 

 

Google File System (GFS) [19] is a 

proprietary distributed file system 

developed by Google and specially 

designed to provide efficient, reliable 

access to data using large clusters of 

commodity servers. Files are divided into 

chunks of 64 megabytes, and are usually 

appended to or read and only extremely 

rarely overwritten or shrunk. Compared 

with traditional file systems, GFS is 

designed and optimized to run on data 

centers to provide extremely high data 

throughputs, low latency and survive 

individual server failures.  

Inspired by GFS, the open source Hadoop 

Distributed File System (HDFS) [24] 

stores large files across multiple 

machines. It achieves reliability by 

replicating the data across multiple 

servers. Similarly to GFS, data is stored on 

multiple geo-diverse nodes.  

The file system is built from a cluster of 

data nodes, each of which serves blocks of 

data over the network using a block 

protocol specific to HDFS. Data is also 

provided over HTTP, allowing access to 

all content from a web browser or other 

types of clients.  

Data nodes can talk to each other to 

rebalance data distribution, to move 

copies around, and to keep the replication 

of data high. 

 

2.1.3 Distributed application framework 

over clouds 

 

HTTP-based applications usually conform 

to some web application framework such as 

Java EE. In modern data center 

environments, clusters of servers are also 

used for computation and data-intensive 

jobs such as financial trend analysis, or film 

animation. MapReduce [16] is a software 

framework introduced by Google to support 

distributed computing on large data sets on 

clusters of computers. MapReduce consists 

of one Master, to which client applications 

submit MapReduce jobs. The Master 

pushes work out to available task nodes in 

the data center, striving to keep the tasks as 

close to the data as possible. The Master 
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knows which node contains the data, and 

which other hosts are nearby. If the task 

cannot be hosted on the node where the data 

is stored, priority is given to nodes in the 

same rack. In this way, network traffic on 

the main backbone is reduced, which also 

helps to improve throughput, as the 

backbone is usually the bottleneck. If a task 

fails or times out, it is rescheduled. If the 

Master fails, all ongoing tasks are lost. The 

Master records what it is up to in the file 

system. When it starts up, it looks for any 

such data, so that it can restart work from 

where it left off. 

The open source Hadoop MapReduce 

project [25] is inspired by Google’s work. 

Currently, many organizations are using 

Hadoop Map Reduce to run large data 

intensive computations. 

 

3. OBJECTIVE 

 

Considering various approaches present in 

the literature till date it is found that there 

exists no suitable service and cost model for 

providing distributed cloud computing 

service.  Hence, it is the intention to 

develop an   approach to build a versatile 

and effective service and cost model for 

providing cloud computing service for 

compiling source code remotely from any 

hand held device (having limited resources) 

using the distributed service model. 

According to this model, for providing a 

service, the service provider may 

subsequently use the services of other 

service providers in the cloud without the 

awareness of the client. The cost model 

effectively evaluates the cost which each 

client pays to each of its service providers 

for receiving the services. The approach 

will provide services to the end user having 

limited configuration i n their hand held 

devices. The Cloud service provider will 

provide its services through web and the 

consumer will pay for using the services. In 

it, one service provider may subsequently 

use the services of other service providers 

without the awareness of consumers. The 

model is expected to be mutually beneficial 

to the client and its service provider. 

 

4. PROPOSED APPROACH: 

The approach is to develop a suitable Cloud 

Computing service and cost model for 

providing cloud computing service (like 

Compilation service, file service etc.) 

 

SERVICE MODEL 

 

The steps of this model are summarized as 

follows:- 

 

Step 1:  
In accordance with the service model the 

client (CL) requests for a service from a 

suitable service provider (SP). 

Step 2:  
The service provider on receiving the 

request ensures whether it is possessing 

sufficient resource to provide the service 

requested by its client. 

Step 3:  
If the service provider finds that it 

possesses sufficient resource to provide the 

service then it provides the service to its 

client directly 

else 

{ 

if the service provider finds that it does not 

possess all the necessary resource then it 

finds suitable service providers and  

requests those service providers to  provide 

it  with the required resource. 

Again the steps from Step 2 onwards are 

repeated for each service provider 

requested (for providing service). 

} 

 

Considering an implementation of the 

service model (as shown in Fig.2) where 

client will request to provide a Platform for 

writing and compiling their 

programs/source code. The service 

provider will provide the user friendly 

platform for writing and compiling 

programs on the fly using any hand held 

device having internet access facility. 

 
Fig. 2 Diagrammatic representation of an 

implementation of the service model. 
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In accordance with this implementation the 

following activities takes place: 

 

1. Client (CL) will write his/her program 

or source codes using the user friendly 

interface provided in the web page and 

request for compilation to the service 

provider (SP). 

 

2. The service provider (SP) on receiving 

the request will check whether all the 

necessary packages required for 

compilation are available or not. 

 

3. If  the  service  provider  finds  that  

it  possesses  all  the  necessary packages  

which  are  required  for compilation then 

it provides the service to its client 

directly. 

 else 

       else 

        { 

          it finds suitable service providers      

and      requests the service 

providers    (SP1,SP2,..) to provide 

it with the required resource. 

3.1 The new service providers 

(SP1,SP2,…) on receiving the 

request may   again check whether 

it has all the packages which is 

requested by its client. 

  3.2 If the  new service provider 

finds that it  possess all  the 

necessary packages which 

are requested it provides the 

service to its client directly 

by providing the packages 

requested. 

else 

{ 

if it finds that it does 

not possess all the 

packages requested 

then it finds  

appropriate service 

providers and makes 

requests to provide it 

with the required 

(missing) package. 

Step 3.1 is repeated 

again. 

} 

} 

 

4. Once the service provider (SP) receives 

all the packages necessary for compiling 

the program it compiles the program and 

provides the results/output of the 

compilation to the client (CL). 

 

5. COST MODEL 

The cost model is based on the following 

steps which are enumerated as follows. 

 

Let the cost which A pays for receiving 

services be C(A) Let the service charge for 

A providing a service be SA. 

 

When the client (M) receives the service 

which requested from the service provider 

(N) then the cost that client (M) pays to its 

service provider (N) is  

 

𝐶(𝑀) = 𝐶(𝑁) + 𝑆𝐴 
Where C(N) is the cost which N pays for 

receiving services from other service 

providers. 

 

SA is the service charge (based on 

companies policies) of N for providing the 

service to its client (M). 

 

C(N)=0 , when N does not make any 

request for providing any service to it.  

if N requests services from k number of 

service providers (labeled as Q1, Q2,…, Qk 

) 

then  

 

𝐶(𝑁) = 𝑆𝑄1 + 𝐶(𝑄1) + 𝑆(𝑄2) + ⋯ +
               𝑆𝑄𝑘 + 𝐶(𝑄𝑘)  
 

(𝑘)

= ∑ 𝑆(𝑄𝑖)

+ 𝐶(𝑄𝑖)                               𝑤ℎ𝑒𝑟𝑒 𝑖 = 1  
 

In accordance with the implementation in 

Fig. 2 the cost is evaluated in the following 

manner. 

 

Step1.  Client (CL) writes his/her program 

or source code using the user friendly 

interface provided in the web page and 

sends a request for compilation to the 

service provider (SP). 

 

Step2. On receiving the request service 

provider (SP) checks whether all the 
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necessary packages are available to it for 

compilation of source code. 

 

Step3. If the service provider (SP) finds that 

it possess all the packages necessary to 

compile the source code then it provides its 

service (i.e. the result of the compilation) to 

its client (CL) by deducting the service 

charge s(SP) from client (CL)’s account. 

 

Step4. If the service provider (SP) finds that 

it does not possess all the packages 

necessary to compile the source code then 

it requests for providing the necessary 

packages from other service providers. 

 

Consider a scenario where the service 

provider (SP) requests for packages from 

service providers SP1 and SP2. SP2 may 

not have all the packages requested by SP. 

Hence, SP2 sends a request to SP3 to 

provide the required (missing) package. 

Once, SP3 provides the packages requested 

to SP2. SP2 provides the packages 

requested to SP. SP1 also provides the 

packages requested to it by SP. When the 

service provider (SP) receives all the 

packages necessary for compilation, it does 

compilation of the source  

code and provides its service (i.e., the result 

of  

the compilation) to its client (CL).  

 

In this case the service provider – 

 

SP2 pays a charge:  

Represents as follows- 

 

𝑆𝑃2 𝑝𝑎𝑦𝑠 𝑎 𝑐ℎ𝑎𝑟𝑔𝑒  

 

𝐶(𝑆𝑃2) = 𝑆 ( 𝑆𝑃3)                … . . (1)  
                                              𝑠𝑖𝑛𝑐𝑒 𝐶(𝑆𝑃3)

= 0  
𝑆𝑃 𝑝𝑎𝑦𝑠 𝑎 𝑐ℎ𝑎𝑟𝑔𝑒 
 

𝐶(𝑆𝑃) = 𝑆(𝑆𝑃1) + 𝑆(𝑆𝑃2)     
+ 𝐶(𝑆𝑃2)              … . (2) 

                                            𝑠𝑖𝑛𝑐𝑒 𝐶(𝑆𝑃1)
=  0 

           = 𝑆(𝑆𝑃1) + 𝑆(𝑆𝑃2) +
𝑆(𝑆𝑃3)   … . (3)    
 

(𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑛𝑔 𝑒𝑞𝑡𝑛 (1)𝑖𝑛 𝑒𝑞𝑡𝑛 (2))  
𝑓𝑜𝑟 𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔 𝑡ℎ𝑒 𝑝𝑎𝑐𝑘𝑎𝑔𝑒𝑠 , ℎ𝑒𝑛𝑐𝑒 𝑡ℎ𝑒 𝑐𝑙𝑖𝑒𝑛𝑡 (𝐶𝐿) 

𝑝𝑎𝑦𝑠 𝑎 𝑐ℎ𝑎𝑟𝑔𝑒 𝐶(𝐶𝐿) 𝑡ℎ𝑒𝑛 𝑤𝑒 ℎ𝑎𝑣𝑒 𝑡ℎ𝑒 𝑒𝑞𝑡𝑛 

𝐶(𝐶𝐿) = 𝑆(𝑆𝑃1) + 𝐶(𝑆𝑃)     … … . (4) 

            = 𝑆(𝑆𝑃1) + 𝑆(𝑆𝑃2) + 𝑆(𝑆𝑃3) 

 

(𝑆𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑖𝑛𝑔 𝑒𝑞𝑡𝑛 (3)𝑖𝑛 𝑒𝑞𝑡𝑛 (4) ) 

 

6. IMPLEMENTATION 

The proposed approach has been 

implemented by developing a Web 

application using Java servlets and Oracle. 

In accordance with the implementation a 

new client first creates an account by filling 

up a registration form (by submitting the 

required information) online and paying a 

charge (as fixed by the service provider).  

Once the client is registered, he/she can log 

into the service provider’s website using 

his/her user- id and password. If the client 

successfully logs in then he will be 

provided with the options to edit his profile, 

compile a source code, view balance, make 

payment etc. Using the user name and 

password the service provider authenticates 

the clients. After authentication the service 

provider will provide a user friendly 

interface where the authorized user writes 

the program (Java or C source code), 

specifies a filename for saving it, submits it 

for compilation (as shown in Fig.3). The 

service provider compiles the source code 

and displays the results of compilation. If 

the compilation is successful then the files 

generated after compilation (Java class   

files/byte codes or binary executable or 

binary object files) are provided to the   

client. If the compilation is not successful 

then the error messages generated are 

displayed to the client. 

Every time a request is made by the client for 

compilation a charge (based on the proposed 

cost model) is deducted from clients 

account. If a service provider finds that it 

does not possess all the necessary packages 

required for compilation then it finds 

appropriate service providers and requests it 

to provide the missing (necessary) package 

in accordance with the proposed service 

model. The implementation has been made 

in such a way that the packages provided by 

the service providers can be used only once.  

This aspect has been incorporated to prevent 

reusability (thereby preventing software 

piracy to a considerable extent) of the 

packages once provided by any service 

provider.  It implies that every time you 

require a package, you need to make a 
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request to the vendor specific service 

provider thereby paying the requisite 

amount to the provider of the package.   This 

would provide the service providers a great 

impetus and would help in boosting up their 

business. 

 

6.1 Comparison of traditional and 

proposed method 

 

In Fig.3 C0 is the cost which one pays in the 

traditional approach to purchase the entire 

product (containing n0 number of 

components where each component 

belongs to a specific vendor) irrespective of 

the number of components used. In the 

proposed approach the best case shows that 

initially (when few components are used) 

the consumer pays a very low cost and the 

cost increases gradually as more and more 

components are being used (shown in 

Fig.3). Hence, the consumer pays very less 

as compared to the traditional approach for 

getting a service (component) from various 

service providers (corresponding to various 

vendors). In the worst case initially (when 

few components are used) consumer pays 

very high cost and the cost increases 

gradually as more components are being 

used. In accordance with Fig. 5, it is found 

that when the number of components used 

is n0 then the consumer in all the cases (i.e. 

traditional, proposed approach: best case 

and worst case) pays the cost C0. 

Otherwise, in the proposed approach both 

under best and worst cases it is found that 

the cost which a consumer pays is always 

less than the actual price of the product (C0) 

when the number of components used is 

less than n0. 

  

Looking from the perspective of the service 

provider it is found that in traditional 

approach the service provider ear ns the 

revenue (profit) from a customer only once 

(after   selling the product to the customer). 

But in the proposed approach the revenue 

(profit) earned goes on increasing 

depending upon the number of times a 

service is requested and provided.  

This aspect is best explained in the 

following example. Considering that a 

service provider earns a profit of p for 

providing a particular service once.  

If  n number of times a service provider is 

requested for the same service then the 

service provider earns a profit   np,  by 

providing the service n number of times. 

Therefore, it is found that the profit or the 

revenue goes on increasing linearly with the 

number of times a service is provided (as 

shown in Fig.4).  

According to Fig.4, it is found that in the 

proposed approach initially (when less than 

nc    number of times a service is requested) 

the revenue (profit) earned is low as 

compared to traditional approach.  

But, when more than nc number of times a 

service is requested the revenue (profit) 

becomes more than the revenue (profit) 

earned in the traditional approach.  

The planned approach including services 

and cost model for providing Cloud 

computing service for writing and 

compiling source code remotely from any 

hand held device using the distributed 

service model is expected to be mutually 

beneficial to the client and its service 

provider.  

The cost model evaluates the cost which 

client pays to each of its service providers 

for receiving the services. The model is 

probable to be beneficial to the client and 

also for service provider. The clients are 

paying for the service they receive.  

Depending on the services provided by the 

service provider the cost is evaluated and 

the different features are being 

amalgamated for providing better data 

security and PaaS support for various other 

tasks. 

 

 
Figure 4. Plots showing the profit gained by 

the provider based on the number times a 

service are provided 

 

7. Conclusion 
The proposed approach comprising of 

service and cost model for providing Cloud 

computing service for writing and 

compiling source code remotely from any 
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hand held device using the distributed 

service model is expected to be mutually 

beneficial to the client and its service 

provider. According to this model, for 

providing a service, the service provider 

may subsequently use the services of other 

service providers (which may in turn use the 

services of other service providers to 

provide their service) in the cloud without 

the awareness of the client. The cost model 

effectively evaluates the cost which each 

client pays to each of its service providers 

for receiving the services. The model is 

expected to be mutually beneficial to the 

client and its service provider. The client is 

paying only for the service it receives and 

the service provider only provides the 

service that is requested by the client. The 

cost is evaluated based on the kind of 

service provided. Features are being 

incorporated for providing better data 

security and PaaS support for various 

other tasks. Since, the packages 

provided by the service providers can be 

used only once, reusability of the 

packages once provided by any service 

provider can be prevented (thereby 

preventing software piracy to a 

considerable extent).  It implies that 

every time you require a package, you 

need to make a request to the vendor 

specific service provider thereby paying 

the requisite amount to the provider of 

the package. Hence this model is also 

expected to reduce software piracy to a 

considerable extent thereby helping the 

vendors in boosting up their business. 
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Abstract: As of late, the advancement in Information Technology has brought forward new difficulties and 

has opened doors for new verification frameworks and conventions. Authentication guarantees that a client 

is who they guarantee to be. The trust of authenticity increases dramatically when more factors are engaged 

with the verification process. At the point when security foundation utilizes at least two particular and 

different classifications of Authentication instruments to build the insurance for substantial authentication, 

It is referred to as Strong Authentication or Multifactor Authentication. Multi Factor authentication utilizes 

blends of "Something you know," "Something you have," "Something you are'' and "Some place you are''," 

Somebody you know", to give more grounded far off validation than customary, problematic single-factor 

username and password authentication. In this paper we do a study on the various parts of multifaceted 

validation, its need and its strategies. 

Keywords: Authentication, Spoofing attacks, MAC address, Secure Remote Password protocol (SRP) 

 

1. INTRODUCTION 

HW has been used to facilitate 

authentication for a long time. The idea is 

that owners/users register their devices 

based on their MAC address so that the 

devices themselves are authenticated, rather 

than their users. MAC addresses are used in 

the cryptography of files, authentication and 

integrity networks to support the security of 

data transportation. This technique uses the 

MAC address as a key authentication factor 

to secure the communication session with 

the Internet Protocol (IP) address to reach 

the device destination [1]. 

2. CONCEPT AND APPROACH 

Filtering MAC addresses to secure the 

wireless network is essential in giving users 

access to the wireless network. Doing so will 

give precise control to wireless users 

connected with the Access Point (AP) 

associated with their MAC address [2]. If 

this filtering is not applied and the MAC 

address of the client is not given, the client 

will not be granted access to the wireless 

network. So, MAC addresses of the client 

computer device gives the authorization 

needed for a wireless connection which is 

between the client and server [3].Spoofing 

attack is a situation in which one person or 

program successfully masquerades as 

another user by falsifying data and thereby 

gaining an illegitimate advantage [4]. 

Spoofing of MAC is usually beyond 

the average wireless user’s experience. In 

order to carry out spoofing on a MAC 

address, the client needs to be associated 

with a particular AP. As a result, using the 

MAC address in wireless security depends 

on filtering the MAC address of the client 

without determining the user’s 

characteristics. 

Another method of HW authentication 

usage is storage media drivers such as 

HDDs. Each storage media item has a 

unique HMSPN as an identifier product code 

that can be used in profiling [5]. These 

HMSPNs are already actively used for 

identification, albeit that they can be 

modified at firmware level and thus are 

susceptible to spoofing. For example, 

Microsoft products send product and HW 

identifiers during the activation process. So, 

this HW information provides the 

opportunity to profile the user’s computing 

environment. 

Port security is a mechanism which is 

used to restrict the MAC addresses that 

connect via a particular port switch. This 

tool allows defined and specific access to a 

particular port to allow a unique MAC 

address, or a range of MAC addresses. To 

connect to the LAN port, it will allow access 

to MAC addresses which belong to a range 

according to a configured list. When a frame 

arrives at the switch it will compare the 

MAC addresses with the MAC addresses on 
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the configured allowed list. If the MAC 

address matches one of the items on the list 

then the packet is allowed to go through. In 

contrast, if the MAC address does not belong 

to the configured list the port will drop the 

packet. So, MAC addresses can be specified 

to connect to a certain port. This type of 

firewall can support authentication [6]. This 

level of information has some characteristics 

of the user’s HW environment which can 

profile the user activity by using particular 

HW. 

In “Active Directory Integrated Media 

Access Control” based wireless 

authentication, the Internet Authentication 

Source (IAS) needs to be installed on a 

domain controller to ensure that the domain 

controller belongs to the Remote Access 

Service (RAS) and IAS source group. To 

proceed with this process, a Security Group 

in Active Directory is created which should 

have the MAC address of the laptop’s 

Wireless Cards. These are identified as 

“Wireless MACs”. 

Users are created by using the MAC 

address as a USERNAME and the AP is 

shared by a secret password. These users 

should be controlled by a security group 

created earlier by the network administrator. 

After creating a remote access policy in the 

IAS, this will permit remote access through 

the membership in the Windows group that 

was made previously. This course of action 

has been taken earlier in “authenticate 

wireless MAC accounts, based on group 

membership” [7]. A unique and constant 

MAC address is transmitted by 802.11 

devices and thus is identifiable. It was 

recently proposed to replace such identifiers 

with pseudonyms, i.e. temporary names 

which were unable to be linked to the IT 

device due to the fact that implicating 

identifiers or identifying characteristics of 

802.11 network traffic can identify many 

users with high accuracy [8]. 

Another profiling technique uses four 

implicit identifiers visible to the piece of 

HW to quantify how well a passive 

adversary can identify users. A lower 

boundary is placed on how accurately users 

can be identified implicitly by using the 

following: 

1. Identifying four previously 

unrecognized implicit identifiers: 

network destinations, network names 

advertised in 802.11 probes, differing 

configurations of 802.11 options and 

sizes of broadcast packets that hint at 

their contents.  

2. Develop an automated procedure to 

identify users which quantifies how 

much information is revealed via 

implicit identifiers, both singularly and 

in multiples, and which can reveal 

about several hundred users in three 

empirical 802.11 traces.  

3. The evaluation shows users produce 

highly discriminating implicit 

identifiers. Even a small sample of 

network traffic can identify them, i.e. 

more than half (56%) of the time in 

public networks. Moreover, it is most 

unlikely that they would be mistaken as 

being the source of other network 

traffic (1% of the time). Since 

adversaries will obtain multiple traffic 

samples from a user over time, this high 

level of accuracy in traffic 

classification enables them to track 

many users with even higher accuracy 

than in common wireless networks.  

4. It is the first time it has been shown 

with empirical evidence that design 

considerations beyond eliminating 

explicit identifiers, such as unique 

names and addresses, must be 

addressed to protect anonymity in 

wireless networks. 

During one research it was [8] noted 

that by considering a subset of all possible 

identifiers and a weak, passive adversary, 

the results only place a lower boundary on 

the accuracy with which users can be 

profiled. The efforts are continuing to 

uncover implicit identifiers exposed in 

802.11, such as those exposed by timing 

channels. The accuracy of the implicit 

identifiers over longer timescales and across 

different locations will be evaluative, since 

this study analysis is limited by the duration 

and location of the traces. 

In 1998 the University of Pittsburgh 

established a network connection to 

residence hall students because the number 
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of residence hall beds had increased to 6,000 

and the connection rate had continued to 

increase to 74 percent of resident students. 

Students were implementing a manual 

process to assign static IP addresses and 

record each computer’s MAC address. This 

then required the entry of a username and 

password each time the user established a 

connection. After that, the 2000 Dynamic 

Host Configuration Protocol Automated 

Teller Machine (DHCPATM) was used to 

provide IP addresses for each student in 

conjunction with registration software to 

record the necessary machine information. 

This technique, however, was considered to 

be too time consuming for tracking security 

activity [9]. Point-to-Point Protocol over 

Ethernet “PPPoE” technology was used to 

improve the ability of secure access to the 

wireless network. So, a single and easy 

system can be con- Figure - d and used for 

all users. In spite of this the wireless or 

traditional wired ports connection must be 

implemented in order to avoid confusion and 

to offer users flexibility in public areas 

without needing to re-authenticate or switch 

to a different authentication mechanism 

wireless network [10, 11]. Therefore, using 

additional HW information may support this 

access control approach to avoid the 

confusion of roaming from wireless to 

traditional wired ports in LAN. 

Another technique uses specific 

network security devices. Network security 

devices are connected between a protected 

client and a network. The network security 

device negotiates a session key with another 

protected client. Then, all communications 

between the two clients are encrypted. The 

device is self-configuring and locks itself to 

the IP address of its client. Thus, the client 

cannot change its IP address once this has 

been set and therefore cannot emulate the IP 

address of another client. When a packet is 

transmitted from the protected host, the 

security device translates the MAC address 

of the client to its own MAC address before 

transmitting the packet into the network. 

Packets addressed to the host contain the 

MAC address of the security device [12]. 

3. DISCUSSION 

In order to verify the client’s username 

and password the Secure Remote Password 

protocol (SRP) [13] modular performs large 

integer exponentiations. This task requires 

many operations and consumes a large part 

of the total execution time of software 

implementations of the SRP protocol that are 

affected by HW performance. Modifying or 

designing a suitable HW environment to 

accelerate the exponentiations modular in 

the SRP protocol [14, 15] is associated to 

user’s HW and affects in observing user 

behavior. 

A mouse is a dynamic biometric that is 

similar to keystroke dynamics. The mouse is 

very important for graphical user interface 

(GUI). In contrast, the keyboard is essential 

for command line based applications. The 

behavior of both these devices can be 

combined in a common detector. Adapting 

keystroke technology by addressing issues 

such as passive and dynamic monitoring 

could improve the detection [16]. However 

both detectors may be affected by the 

keyword and mouse environment that 

motivate the focus in users’ devices which 

affect user detection. 

 

5. CONCLUSION 

A user’s HW can support a reduction 

in digital identity fraud. However, because 

of natural or analytic HW authentication, 

this level of information is related to the 

user’s confidentiality and integrity which is 

a primary concern and thus, any 

implementation of a new authentication 

method will have to be aware of this. In this 

research, HW information is used as the 

authentication factor. It is merged with 

Knowledge Based Authentication to provide 

a better security mechanism. 
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Abstract: One of the emerging and challenging tasks in natural language processing (NLP) is Emotion 

prediction and classification. Identifying the emotional state of the user-generated text data is an important 

study area, like identifying emotion from facial expressions and audio. The analysis of emotions may be 

beneficial in many areas of applications like data mining, information gathering, response system, psychology 

and solving other business issues. The availability of abundant text data over the internet in the form of blogs, 

tweets, news-related articles, and customer feedback against the product can be used to identify insights of 

text, including emotions. To resolve the problem of the emotional state of text data, an architecture consisting 

of sequential Bi-LSTM with an attention mechanism is presented. We classified text data into 9 emotional 

states such as hate, fun, surprise, love, enthusiasm, sadness anger, happiness, and boredom. In the proposed 

approach, GloVe word embedding is used to represent the text in its reduced dimension vector form. The 

model achieves the accuracy of 90.57%. 

Keywords: Emotion analysis, Natural language processing, Bi-LSTM, Deep learning

1. Introduction 

Emotion analysis in computer science can 

be performed by using different types of 

data forms such as video recording, audio 

recording and text data. But to analyzing 

emotions expressed in the form of  text 

message or document can be challenging 

because the textual data do not always use 

the word which directly represents the 

emotion, many times the understanding and 

outcome of the text data contained emotion 

expressed in the text document. Expressing 

emotion in the textual message is today’s an 

important form of communication in a 

mutual relationship [1]. Sentiment and 

emotions are interconnected to each other; 

sentiment can be defined as negative, 

positive and neutral. Whereas positive 

sentiment can be expressed as joy, happy, 

excited and negative sentiment is expressed 

as fear, disgust, sad etc. .These all are the 

different kinds of emotion expressed in 

textual communication,  Twitter, YouTube 

and various social sites are the rich source 

of text data in which users are posting text 

messages and communicating their 

emotions[2].The available text data posted 

on blogs can be considered for identifying 

the emotion expressed by an individual. For 

example "The toaster oven was my fault. 

Now I'm going to look like an idiot in front 

of my father." shows the emotion of the 

user as "Anger". Emotion analysis is an 

important task of Natural language 

Processing (NLP) in which valuable 

information is automatically extracted from 

text-based data. The emotion analysis 

extracts the emotion or opinion of the user-

written text message and categorizes it as 

per the intensity of the context. In the case 

of textual data, emotion or sentiment 

classification can be done at three levels: 

Analysis at the document level, based on 

the sentence level, and as per the aspect 

level. At the document level emotion 

classification, it deals with the general 

aspect of a whole document. Classification 

at the sentence level determines the 

sentence fall under negative or positive. 

Aspect-level classification takes out the 

various aspect of the text data analyze them 

and classifies them by assigning the 

appropriate categories into anger, Joy, 

Sadness etc. The deep learning model 

which is the core of artificial intelligence 

has shown great performance in text 

classification such as emotion 

classification. In deep learning architecture 
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neurons are arranged in three different 

layers named:  the Input layer at the 

beginning of the network, the hidden layer 

at the middle position and the output layer 

for predicting the categorized label. The 

working process includes the input cleaned 

data provided to the model initially at the 

input layer, after receiving input all the 

intermediary process of the information is 

done at the hidden layer, and finally the 

output of the process, as a result, is 

displayed at the output layer. 

Let us consider U to represent the collection 

of all the tweets and E to represent the 

defined emotion intensity   U = {s1, s2, 

s3……..}, and E= {Joy, anger, Boredom 

etc.}; then after analysis s i € E .for all s in 

U. 

 2. Related Work 

With the great success of processing NLP 

tasks by using Deep learning methods, 

many of the researchers deployed deep 

learning algorithms for predicting emotion 

behind textual messages. Since deep 

learning performs the processing of 

information in multilayers, it can learn the 

multiplicative representation of words and 

generalization from input data effectively 

[3].  

Han et al. [4] developed a model by using 

Bi-LSTM in the tree-like structure for a 

better understanding of semantic 

composition, and structural features. This 

model performs better on paragraph and 

sentence-level text sentiment classification. 

it was found that the model does not 

perform well at the document level. Gui et 

al. [5] proposed a sentiment analysis model 

by taking CNN and using a sentiment 

lexicon.CNN retrieve the abstract words 

with their sequence features. But this model 

is not capable to use all the sentiment 

features to perform the task. The issues 

found in CNN were resolved by Yang et al. 

[6] introducing a multi-layers CNN 

method, which combines the generated 

vectors of all the words and their positional 

reference in the sentence to extricate the 

sentiment-related feature of the sentence. 

The experiment shows that the resultant 

accuracy increased by combining all the 

features.  

Liu et al. [7] proposed a DL neural network 

and classified the sentiment at the 

document level and experimented with a 

different dataset like IMDB, a review of 

restaurant services from the YELP dataset. 

They generated a vector at the sentence 

level of all the sentences and after that word 

embedding of the sentence was generated 

utilizing CNN and LSTM. Model works 

better but the training time was more and 

input cannot be processed parallels. Text 

categorization [8] was done using CNN and 

evaluated the classifier on the movie 

dataset, Amazon reviews, and customer 

remarks on the electronic product. The 

accuracy was more than 80%. 

3. Methodology  

In the experiment, we developed a new 

hybrid deep neural architecture by using the 

Bi- LSTM method integrated with the 

attention mechanism. The model takes 

input in a sequence to process the 

information. the input consists of a 

collection of words as a document and each 

word of the input is represented in a vector 

with a low dimension. The bi-LSTM layer 

process the information sequentially in both 

directions. Due to the sequential learning 

process of the bi-LSTM, the first term and 

the last phrase of many documents signify 

the strong sentiment of the whole 

document. To handle this situation we have 

integrated the multi-layers bi-lstm method 

in our architecture. The attention layer in 

the proposed architecture was inspired by 

[9], it was deployed to keep eye on the most 

important words in the document and to 

understand the semantic meaning of the 

tweet. In the article, the processed output of 

bi-LSTM generated is passed as input to the 

attention layer. The vector formed with the 
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attention score is passed to the softmax 

layer for the final prediction of emotion. 

 

Figure 1.Propose Model process flow 

diagram 

3.1 Dataset 

Due to the very high popularity of social 

media sites people use to share their 

feelings on Twitter, resultant twitter has a 

collection of people's ideas, feelings or 

thinking. For the experiment dataset was 

taken from the online data repository 

CrowdFlower, Table1 presents the 

distribution of label classes in the dataset., 

Table 2 shows the sample text with their 

defined categories. 

Table.1. Dataset Class Distribution 

Emotions No of  Text 

Tweet 

Love 3842 

Fun 1776 

Surprise 1625 

Hate 1323 

Enthusiasm 759 

Sadness 428 

Boredom 179 

Anger 110 

Happiness 56 

 

Table2. Tweets with Classification in 

Dataset 

Sl. 

N

o 

Tweet Classificatio

n 

1. I want to go to 

Peru this 

summer 

ahhhhhhh! 

Hopefully! 

Yesyesyes! I 

miss it over 

there!!! 

Love 

2. must clear out 

my DVR... 

getting rid of it 

tomorrw. 

Fun 

3. I had a dream 

about a pretty 

pretty beach and 

there was no 

beach when I 

woke up 

Surprise 

4. @tiffalo cuz 

airlines are super 

lame. 

Hate 

5. @leopardqueen 

@seekinspiratio

n Have fun! I 

miss you guys a 

lot! 

Enthusiasm 

6. @dumbblondy 

too bad - u can 

always change 

ur profile pic 

again 

 

Sadness 

7. @Natalija been 

there  sucks like 

hell. 

 

Boredom 

8. @drakesizzle  If 

you don't want to 

come then don't 

come. 

JEEEEEZ. 

Anger 

9. happy mothers 

day to all moms 

out there!! 

Happiness 

 

3.2 Pre-Processing 

For predicting the emotion of textual data 

received from social media platform, need 

 

Predicting Emotion 

Training and testing the model with Train and test data 

GloVe Word Embedding (Context vector generation) 

Pre-Processing (Refining data by applying NLP task) 

Input Data (Tweet posted by user in Twitter blogs) 

Joy Anger 

Love Fun 



  
National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 102 

 

to be purified and filtered before passing it 

to the neural network. The pre-processing 

is done by user-defined functions and 

defined NLP functions for defined tasks. 

Table 3 illustrates the pre-processing done 

on the dataset. After cleaning the text data 

all the words in the tweet are to be 

converted to their numeric representation, 

we make the length of all the tweets equal 

by padding the access length of the text by 

0. The word embedding technique GloVe is 

applied to all the words of a sentence to 

generate the context vector for better 

symmetric understanding. 

Table3. Pre-processing task performed 

 

3.3 Class Imbalance Problem 

  

Fig. 2 Class Distribution 

 

Fig. 3. Dataset after Sampling 

After an analysis of the dataset and the class 

distribution of all the categories, it reflects 

that the distribution of data is highly 

imbalanced. The deep neural network 

model does not handle the class imbalance 

issue and the model does not perform 

better. The accuracy of the model degrades 

when a dataset is highly imbalanced. There 

are many methods to make data distribution 

balance; in the proposed experiment we use 

oversampling methodologies to make the 

dataset class distribution homogenous. In 

oversampling there is no loss in the original 

data, it adds the artificial recode in the 

dataset to make class distribution equal. 

4. Experiment  

In the experiment, the dataset was divided 

into two parts: the training data and the 

validation data in the ratio of 80% and 20% 

respectively. For the model learning 

process, the proposed architecture uses 

GloVe word embedding technique for the 

representation of data, Bi-LSTM method in 

3 layers integrated with an attention 

mechanism. To avoid over fitting in the 

model we applied a 0.3 dropout rate, 

optimizer Adam, and loss function as 

binary- cross-entropy.the model result 

compared with validation data is used as 

accuracy. 

Table 4. Model Initial Parameter 

Task Description 

Expanding 

contractions 

Short form of words used 

converted to their full form 

Stop words Words like: he, it, are having 

no significance [10]. 

Mentions starts with @ are removed 

Punctuation ”’!()-[];:’”,¡¿./?@,/ ! 

Removed [11]. 

Remove Emojis Emojis symbols  

 Url / HTML  Removed to better represent 

words. 

Number, Blank 

Space 

Removed from tweet. 

Case conversion Makes symmetry in text [12, 

13]. 

Lemmatization Conversion to its root word 

[14, 15]. 



  
National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 103 

 

 

4.1 Model Performance and Result 

The proposed developed architecture was 

tested with unseen data for examination of 

Tweet with Nine emotion-classified 

classes. The standard performance scale for 

the task includes Accuracy; model 

precision score; Recall value; and F_1 

value 

Table1.Accuracy Matrix of Proposed  

Model 

 

 

Fig 2.Comparison of training loss with 

Validation loss 

 

Fig 3 Accuracy comparison of the Model 

 

Fig. 4 Confusion matrix of the model 

 

Table 5 represents the model precision, Its 

recall value and the F1 score. The 

performance of the model for each class 

and its average is calculated from the 

confusion matrix of the proposed model. 

The model granted 90.57 % average 

accuracy and the weighted average F1 

Score is 0.92. 

4. Conclusion 

This research work proposes a sequential 

Bi-LSTM integrated with Attention 

Mechanism to solve the emotion 

classification problem obtained from the 

Twitter blog. The proposed model consists 

of the Bi-LSTM method sequentially 

attached in three layers to hold contextual 

information and capture features word by 

word for better prediction of emotion 

immediately before the Attention layer. An 

attention mechanism is deployed to hold 
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word features and centre the important 

information from its context by assigning 

weight to all the words relating to their 

context in the whole sentence. The model 

was implemented and tested with nine 

different emotion classes (Love, Fun, 

Surprise, Hate, Enthusiasm, Sadness, 

Boredom, Anger, and Happiness) and 

achieved an accuracy of 90.57%.In future, 

we will use a transformer based method for 

classification. 
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Abstract: The amount of data generated by the videos is growing at a large scale. It is quite a difficult task 

to handle and process such a huge amount of data. The traditional video processing techniques counters this 

problem with great accuracy but got its own limitations. Machine learning is the need of the hour. Deep 

learning is the sub domain of Machine Learning which is specifically used for large sets of data. The 

algorithms available fit perfectly to solve this problem. There are lots of algorithms available which can be 

used for the task of video processing. It sometimes creates a great confusion which algorithm to be used to get 

better results. This paper aims to review some Deep Learning techniques which can be proven very effective 

for the task of video processing.

Keywords: Video Processing, Machine Learning, Deep Learning. 

 

1. Introduction: 

 Twenty first century is a fast-

growing world. It is the era of ICT. With the 

fast advancement in technology, we are 

more surrounded by gadgets. A lot of ways 

have come into existence which can be used 

to capture videos. The video can be 

captured with the help of cameras, mobile 

phones, surveillance cameras, etc. So a 

huge amount of video data is generated. 

This caught the attention of the researchers 

and the major work has been concentrated 

on video processing. The previous decade 

can be called a decade of image processing. 

But this decade is moreover a decade of 

video processing.  

 A lot of work is going on in the 

field of video processing. The majority of 

the work has been focused on the task of 

action recognition, face recognition, 

emotion recognition, video summarization, 

etc. The list of the applications is never 

ending.  

 The video data is nothing but the 

continuous stream of frames. It majorly 

comprises two features that are spatial and 

temporal. This is often referred to as spatio-

temporal features. Then traditional ways of 

extracting this feature was based on the 

handcrafted methods for feature extraction. 

Space time interest point (STIP), Scale 

Invariant Feature Transformation (SIFT), 

Motion Scale Invariant Feature 

Transform(MoSIFT) are some of the 

approaches to extract handcrafted features. 

Descriptors such as Histogram of Oriented 

Gradient (HOG), Histogram of optic Flow  

 

(HOF) were used for the Human Activity 

Recognition (HAR). 

 Modern techniques for video 

processing make use of Machine Learning 

algorithms. Convolution Neural Network 

CNN is found out to be very promising 

when it comes to image and video data. A 

lot of pre-trained models of CNN are 

available. This paper aims to review a few 

pre-trained models of CNN which can help 

to make a wise decision for further research 

in the field. Out of the available models this 

paper will review the VGG16 and 

Inception (GoogLeNet). These three are the 

widely and most commonly used pre-

trained model of CNN when it comes to the 

task of video processing.  

2. Literature Review: 

Peipei Zhou et al. [1] A new input 

modality, image acceleration field is 

proposed to better extract the motion 

attributes. Firstly, each video is framed as 

RGB images. Secondly, the opt ical flow 

field is computed using the consecutive 

frames and acceleration field is obtained 

according to the optical flow field. Thirdly, 

the FightNet is trained with three kinds of 

input modalities, i.e., RGB images for 

spatial networks, optical flow images and 

acceleration images for temporal networks. 

By fusing results from different inputs, they 

conclude whether a video tells a violent 

event or not. To provide researchers a 
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common ground for comparison, they have 

collected a violent interaction dataset 

(VID), containing 2314 videos with 1077 

fight ones and 1237 no-fight ones. By 

comparison with other algorithms, 

experimental results demonstrate that the 

proposed model for violent interaction 

detection shows higher accuracy and better 

robustness. 

  Heyam M. Bin Jahlan et al. [2] 

work proposed a novel method to detect 

violence using a fusion technique of two 

significantly different convolutional neural 

networks (CNNs) which are AlexNet and 

SqueezeNet networks. Each network 

followed by separate Convolution Long 

Short Term memory (ConvLSTM) to 

extract robust and richer features from a 

video in the final hidden state. Then, 

making a fusion of these two obtained 

states and fed to the max-pooling layer. 

Finally, features were classified using a 

series of fully connected layers and softmax 

classifier. The performance of the proposed 

method is evaluated using three standard 

benchmark datasets in terms of detec-tion 

accuracy: Hockey Fight dataset, Movie 

dataset and Violent Flow dataset. The 

results show an accuracy of 97%, 100%, 

and 96% respectively. A compari-son of the 

results with the state of the art techniques 

revealed the promising ca-pability of the 

proposed method in recognizing violent 

videos. 

 Irfanullah et al.[3] In their research, 

multiple key challenges have been 

oncorporated with the existing work and the 

proposed work contrast. Firstly, violent 

objects can’t be defined manually and then 

the system needs to deal with the 

uncertainty. The second step is the 

availability of label dataset because 

manually annotation video is an expensive 

and laborintensive task. There is no such 

approach for violence detection with low 

computation and high accuracy in 

surveillance environments so far. The 

Convolutional Neural Network’s (CNN) 

models have been evaluated with the 

proposed MobileNet model. The 

MobileNet model has been contrasted with 

AlexNet, VGG-16, and GoogleNet models. 

The simulations have been executed using 

Python from which the accuracy of 

AlexNet is 88.99 and the loss is 2.480 (%). 

The accuracy of VGG-16 is 96.49 and loss 

is 0.1669, the accuracy of GoogleNet is 

94.99 and loss is 2.92416 (%). The 

proposed MobileNet model accuracy is 

96.66 and loss is 0.1329 (%). The proposed 

MobileNet model has shown outstanding 

performance in the perspective of accuracy, 

loss, and computation time on the hockey 

fight dataset. Shakil Ahmed Sumon et 

al. [4] have explored different strategies to 

find out the saliency of the features from 

different pretrained models in detecting 

violence in videos. A dataset is created 

which consist of violent and non-violent 

videos of different settings. Three 

ImageNet models; VGG16, VGG19, 

ResNet50 are being used to extract features 

from the frames of the videos. In one of the 

experiments, the extracted features have 

been feed into a fully connected network 

which detect violence in frame level. In 

another experiment, they had fed the 

extracted features of 30 frames to a long 

short-term memory (LSTM) network at a 

time. Furthermore, they applied attention to 

the features extracted from the frames 

through spatial transformer network which 

also enables transformations like rotation, 

translation and scale. Along with these 

models, they designed a custom 

convolutional neural network (CNN) as a 

feature extractor and a pretrained model 

which is initially trained on a movie 

violence dataset. In the end, the features 

extracted from the ResNet50 pretrained 

model proved to be more salient towards 

detecting violence. These ResNet50 

features, in combination with LSTM 

provide an accuracy of 97.06% which is 

better than the other models we have 

experimented with. 

 Narges Honarjoo et al. [5] 

employed pre-trained deep neural networks 

in order to present a low-complexity 

method for violence detection. The 

extracted features from pre-trained models 

have been pooled and fed into a fully 

connected network in order to detect 

whether a violent action has occurred. As 
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pre-trained models, the results of both 

ResNet-50 and VGG16 are explored in the 

proposed approach. They evaluate the 

effectiveness of the method on four public 

datasets. The experimental results depict 

the efficiency of the low-complexity 

proposed approach in comparison with 

other approaches using time-consuming 

networks like recurrent ones. 

 

3. Algorithms: 

3.1 VGG 16: 
 It is a pre-trained model with 3 x 3 

filter for convolution layer and 1 stride. It 

uses 2 x 2 filters and 2 stride for max 

pooling layer. Same configuration is used 

for padding also. It does not use any hyper 

parameter but consists of this simple 

arrangement. In VGG 16 this arrangement 

is consistent throughout the architecture. At 

the end of the architecture there are two 

fully connected layers which are followed 

by the softmax function for output. There 

are all 16 layers in this Deep learning model 

hence it is called VGG 16. This layer can be 

extended up to 19 layers which builds the 

architecture of VGG19. It takes the input 

from three RGB channels with the size pf 

244 x 244. The total no of filters in  

Convolution layer 1 is 64, layer 2 is 128, 

layer 3 is 256,and layer 4 and 5 have 512 

filters. 

 

 

Fig.1. The standard VGG-16 network  

architecture as proposed in [6]. 

 The fully connected layers have 

4096 and 4096 nodes respectively. The 

softmax consists of 1000 nodes. 

This model is best suited when less training 

time is required. As it has very few 

parameters it takes very less time for 

training while giving quite impressive 

results. 

 

3.2 Inception (GoogLeNet): 
 Another Deep Learning model of 

CNN is Inception which is proposed by 

Google. This architecture is total 27 layers 

deep. It is based on the idea of a sparsely 

connected network. This architecture 

consists of convolution layer, followed by 

a max pooling layer, inception, avg pool, 

dropout, liner and lastly a softmax function. 

There are 2 convolution layers, 4 max pool 

layers, and 9 inception layers which is 

followed by a dropout, avg pool, linear and 

a softmax layer. Which makes this 

architecture huge. The Inception layer is 

the combination of 1 x 1 convolution layer, 

3 x 3 convolution layer, 5 x 5 convolution 

layer with the output filter to create an 

image which in turns acts as an input to the 

next layer of the architecture. 

 The Inception requires  a lot of 

space as it has this huge architecture. The 

variable type features need to be extracted 

by different sizes of kernel. This is rightly 

done by Inception. It got a small to large 

kernel implemented in one layer which are 

perfectly suited for this task. 
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Table 1: GoogLeNet incarnation of the Inception architecture.[7] 

 
 

Fig.2. GoogLeNet network with all the bells and whistles.[7]   

 
Fig. 3.Inception module with dimensionality reduction and Inception module, 

naive version[7] 

 

Conclusion: 
 In this paper we have reviewed two 

greatly used pre- trained models of CNN 

which are used in deep learning. It has been 

observed that the VGG 16 or VGG 19 (the 

architecture with 19 layers) requires 

comparatively less parameters to trains and 

as a result it takes less time to get trained. 
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The Inception pre-trained CNN is a deep 

architecture of 27 layers. When it comes to 

the extraction of variable type features the 

Inceptions is the best choice as it got 

multiple kernels of different size built in a 

single layer. But it requires a good amount 

of space and takes time to get trained. 
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Abstract: Sentiment analysis has emerged as an intriguing issue in the big data space due to its practical 

applications in business. Sentiment analysis is a computer method of natural language processing (NLP) that 

examines how individuals feel about and perceive different things. Unstructured data, such as comments, 

reviews, or opinions, is usually employed in sentiment analysis. As a result, the data must be preprocessed 

before being used in any deep learning or machine learning methods. The paper offers a of textual data pre-

processing methods for sentiment analysis, emphasizing the significance of selecting the right methods to 

produce the intended sentiment along with the brief description about the available literature in the field of 

sentiment analysis. 
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1. Introduction: 

 One of the most crucial subjects 

being discussed now is big data. The 

proliferation of comments, which include a 

massive amount of subjective data, has 

been a major factor in the social network's 

rise [1]. Big data is developing quickly 

while social media like Twitter, 

microblogs, forums, and reviews are 

gaining popularity. Sentiment analysis is a 

technique for natural language processing 

that is also referred to as opinion mining. 

The emotional tone or attitude expressed in 

any communication, including a 

review,comment, or tweet, is known as the 

sentiment. The emotion may be neutral, 

negative, or pleasant. A thriving area of 

natural language processing is sentiment 

analysis. It is the computational analysis of 

people's attitudes, feelings, and perceptions 

of any object. 

The application of artificial intelligence to 

the interaction between a computer and 

natural language is known as natural 

language processing, or NLP. Here, natural 

language is used to differentiate between 

formal languages like C, C++, Java, etc. 

and human languages like English, Hindi, 

etc. Sentiment analysis systems retrieve 

and extract the sentiment from a vast 

volume of textual input using NLP 

techniques [2]. NLP is used to create 

machines that comprehend text or voice 

input and respond to it in a manner similar 

to how people do. The two sub-areas of 

NLP work are the core areas and their 

applications. Basic issues including 

morphological processing, language 

modelling, and syntactic and semantic 

processing are found in the core field of 

NLP. Information extraction, question 

answering, text summarizing, sentiment 

analysis, and other applications are 

included. It is a data-driven field that makes 

use of machine learning, deep learning, 

statistical, and probabilistic computations 

[3]. 

Since the information was acquired via 

social media, it is unstructured. Processing 

unstructured data in the form of remarks, 

evaluations, or opinions about anything is a 

difficult task. Before beginning any 

machine learning or deep learning-based 

categorizing algorithms, the researchers 

first perform a pre-processing step on the 

text. To obtain the required sentiment in a 

sentiment analysis, it is crucial to select the 

proper pre-processing methods [4]. This 

paper provides a brief description of pre- 

processing techniques for textual data in 

sentiment analysis. 

2. Related Work 

This section provides some studies in the 

field of text preprocessing for sentiment 
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analysis. For sentiment analysis it is very 

important to preprocess the text so that it 

will give the cleaned and noise free text 

which is further fed to the model to extract 

the sentiment from the text. 

In [5], the author proposed an efficient 

preprocessing method for efficient 

sentiment analysis. They perform the 

following pre-processing techniques – 

removing URLs, flittering, removing 

question related words, special character 

and retweets. First, they remove the URLs, 

then filter the content. Here filtering means 

if in any word there is repeated any 

alphabet to show the intensity then that 

extra alphabet will be eliminated. Then 

they remove question related words like 

what, how, why etc. by saying that this will 

not contribute to polarity of sentiment and 

it will also reduce the complexity. At last, 

they remove all special characters such as – 

(), /, [] and remove the retweets to remove 

the redundancy of the tweets. 

In [6], the author conducted research to 

know the impact of preprocessing steps to 

the accuracy of sentiment analysis. They 

used preprocessing steps like – removal of 

emoticons, elimination of stop words, 

stemming and for converting words into 

vectors they used word2vec technique. 

They follow the same pre-processing steps 

in the same dataset and show that machine 

learning model accuracy gets improved. 

Novel framework of text pre-processing for 

sentiment analysis given by [7]. They say 

  

that text pre-processing is important for 

improving the sentiment analysis process 

because it reduces the dimensionality of the 

data. The text-preprocessing steps used by 

them are – text cleaning, stop word 

removal, stemming, spell check, 

normalization, emotion, and slang removal. 

They also showed the notable difference 

between the accuracy of pre-processed and 

non-pre-processed text for sentiment 

analysis. 

In [8], the author studied the effect of pre- 

processing steps on twitter sentiment 

analysis. They have used the WEKA tool 

and use the StringToWordVector filter. 

This filter has the following configuration 

– for converting text to vector TF-IDF is 

used, stemming, stop word removal and 

tokenization. This will generate various 

attributes that is why the author also used a 

feature selection mechanism to reduce the 

dimensionality. Their research showed that 

appropriate feature representation and 

selection will always improve the accuracy 

of sentiment analysis. 

The paper [9] has studied the sentiment 

analysis of reviews which are written in 

Arabic language. They have used only two 

techniques of preprocessing that is stop 

word removal and stemming. They used 

two methods of stemming – the first 

method takes only three letter roots and 

reduces the feature and the second one is 

light stemming. The light stemming refers 

that only common prefixes and suffixes are 

removed. For the purpose of stemming, 

built-in stemmer Rapidminer is used. Then 

TF-IDF is used for converting text into 

vectors.  

3. Techniques of Text Pre-

processing 

The first stage of the pipeline for natural 

language processing is text preprocessing. 

Text preprocessing is the process of 

transforming unclean raw data into clean 

tokens that are devoid of white spaces, 

special symbols, and repetitive alphabetic 

patterns. Any unstructured text will be 

turned into clean tokens through several 

procedures [10]. 

The preprocessing includes – tokenization, 

standardization, cleansing, stop word 

removal, stemming, lemmatization, POS 

tagging and shallow parsing. Each of the 

above-mentioned steps eliminate the 

unnecessary information from the original 

text. The techniques for text preprocessing 

are shown in figure 1. 
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Fig. 1: Techniques of Text Preprocessing 

3.1 Tokenization 

Tokenization is the basic step of text 

preprocessing. In this technique the whole 

text which is in human readable form is 

converted into individual units. 

Tokenization is the process of breaking 

down the text into smallest individual units 

[11]. For example, we have sentences like: 

The cat sat on the mat. Tokens will be: 

“The,” “cat,” “sat”, “on”, “the”, “mat”. In 

the given example there are 6 tokens. 

3.2 Standardization and Cleaning 

In this step, we remove the punctuation 

marks, numbers, and special characters. If 

in the document there is the same word with 

a different case like uppercase and 

lowercase then we convert all the words of 

the document into lowercase so that the 

machine learning model does not take them 

as different words. If there are extra white 

spaces then also this will be eliminated in 

this step. 

3.3 Stop word removal 

 Stop words are also known as noise words. 

This concept was first given to H.P. Luhn 

in 1958. These are the words that do not 

have that much importance for getting the 

meaning of the document. Some examples 

of stop words are - articles, prepositions, 

pronouns, etc. Some examples are- the, a, 

are, is, but, yet, so, under, before, etc. With 

the help of stop words, we can improve the 

model's accuracy and decrease the corpus's 

size. In information retrieval, text 

classification, and caption generation, the 

stop words removal step is used in 

preprocessing. But in some applications 

like sentiment analysis, text 

summarization, and question-answering 

problems, if we use stop word removal, it 

may result in misinterpretation of the 

corpus [12]. 

3.4 Stemming 

In this method the word is broken down to 

its root word which is known as the stem. It 

is basically a process of removing suffixes 

from any word, which results in reducing 

the size of the vocabulary. In this method, 

it is not necessary that the root word which 

comes as output will be present in the 

dictionary. With the help of this method, 

we can reduce the number of words by 

removing suffixes [13]. 

As an example, let us take an example of 

the root word organ. Organ has several 

forms, including: organs, organism, 

organization, organizer etc. The limitation 

of stemming is that a single root word has 

many different meanings depending upon 

the word’s context. 

3.5 Lemmatization 

Lemmatization is the process of getting the 

root or base mode of the word. The word 

that we are getting after performing the 

lemmatization process is known as the 

lemma. This lemma is the dictionary form 

of any word [14]. For example - change, 

changing, changes, changed, the changer 

will give output as change. Lemmatization 

considers the part of speech feature and the 

context of that word in the sentence; this is 

the reason it gives output as the correct root 

word. 

3.6 Part-of-Speech (POS) Tagging 

A sentence with grammatical feature 

labelling, converted the sentence into list of 

words, list of tuples which are in form of 

(word, tag). The tag is a grammatical 

feature which signifies whether a word is 

noun, adjective, verb and so on. POS tagger 

label each word in a sentence [15]. The 

most commonly POS tag notations are – 

DT(Determiner), IN(Proposition / 

Conjunction), JJ(Adjective), NNP ( 

Proper Noun, singular), VBZ (Verb, 

singular), VBN (Verb, past participle), NP 

(Noun phrase), NN (Noun singular) etc. 
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The figure 2 shows the process of POS 

tagging. 

 

Fig. 2: Example of POS tagging. 

3.7 Shallow Parsing 

It is used to analyze the sentence and 

segment the words. Shallow architecture 

includes three modules – Part of Speech 

Tagging, chunking and relation finding. 

POS tagging gives the correct 

morphosyntactic label to the word, 

chunking groups the related words and, 

relation finding finds the relation of word 

with main verb [16]. 

Let’s take an example – riya has purchase a 

new laptop from apple store. Then the 

output after applying POS tagging and 

shallow parsing will come as shown in 

figure 3. 

 

Fig. 3: Example of Shallow Parsing. 

The above mentioned are the techniques 

which are used in the process of text 

preprocessing phase. Depending on the 

purpose, researchers used the techniques in 

some sequences to increase the accuracy of 

the sentiment analysis. 

4. Conclusion 

The paper has incorporated techniques of 

preprocessing of textual data for the 

sentiment analysis. Text preprocessing is a 

vital phase in all applications of data 

mining. The use of preprocessing 

techniques increases the knowledge in 

sentiment analysis process. To know the 

exact sentiment from the textual data, it is 

very much important that we preprocess the 

text and remove the unnecessary and 

repeated words from the text. It is also 

equally important to keep the actual context 

of the word unchanged before 

preprocessing the textual data. 
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Abstract- Invasive Ductal Carcinoma (IDC) is a common type of breast cancer among women all over the 

world and a major cause of cancer-related deaths. Early and timely detection of breast cancer plays a key 

role in the treatment of the disease. Pathological diagnosis of such cancer is a very important part and if 

applied effectively would save a lot of lives. The diagnosis includes the analysis of CT scan, MRI and 

histopathological images of the cancer cells and it is a tedious task and requires a certain level of expertise. 
This paper gives a brief overview of the public dataset and pre-processing methods related to the IDC image. 

A study of performance measures used for the evaluation of results is covered while reviewing existing 

research work. This paper provides the input for the novel research to be carried out for IDC detection with 

help of state-of-the-art approaches in this domain. 

Keywords: Breast Cancer, Invasive Ductal Cancer, Deep Learning  

I. INTRODUCTION 

Invasive Ductal Carcinoma (IDC) 

is one of the common types of breast cancer 

mostly found in women ages above 40. 

According to the report of the International 

Agency for Research on Cancer (IARC) 

and the World Health Organization 

(WHO), the new cases of invasive breast 

cancer are increasing significantly [1]. The 

key element to prevent IDC is early 

detection and diagnosis of cancer tissue 

with the help of mammography. 

Identification of cancer tissue from 

mammography takes more time, as a result, 

CAD (Computer Aided Diagnosis) can play 

a vital role to assist doctors to identify 

cancer tissue and start early treatment. A 

lack of a pathologist creates a delay in the 

early diagnosis of diseases and causes 

faster spreading of cancer tissue in lymph 

or bloodstream to other areas of the body 

[2]. 

One of the most reliable breast 

cancer detection methods is the 

examination of histopathological images 

under a microscope by an expert 

pathologist. Histopathological images are 

obtained by examining the biopsy or 

resection of the specimen under light 

microscopy of glass slides in the pathology 

laboratory [3]. With the advent of digital 

image scanners, the identification of images 

has become more effective. Significant 

advances have been made in the field of 

digital pathology, particularly due to low 

cost and fast diagnosis using whole slide 

image (WSI) scanners [4].   

Deep learning approaches have 

recently achieved significant achievements 

in many areas such as image analysis, 

signal processing, voice recognition, face 

recognition, brain MRI images, and lung 

and liver disease diagnosis from CT 

images.  In the field of digital 

histopathology, the advancement of the 

WSI  

imaging technique and the increase in 

public data sets have helped to increase the 

use of deep learning methods.  Traditional 

methods of diagnosing histopathological 

images are hand-made and they need to 

have experience in many sub-areas. 

However, deep learning architectures 

automatically perform the process in a 

completely end-to-end manner and learn 

the hierarchical features of input images 

from low to high levels. Thus, it is possible 

to learn without any pre-processing of the 

inputs and any feature selection process [5]. 

This review paper is organized into 

three major parts. The first part is related to 

the review of existing invasive and non-

invasive ductal carcinoma through various 

image processing methods. In the second 

part performance of various image 
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processing techniques is summarized. 

Further, the research gap and various 

possible techniques to process the digital 

biopsy image are introduced. The objective 

of this review paper is to study a database 

of existing systems for proposing a quick, 

valid and reliable method for estimation of 

IDC status which is vital to detect breast 

cancer before the spread of cancer tissues to 

the bloodstream and other areas of the 

body. HER2-positive breast cancer grows 

faster than the other type of breast cancer, 

in consideration to yearly screening 

recommended to women ages between 40-

44. As a result, more population is at risk of 

breast cancer. The research on the proposed 

solution will help to overcome the 

limitation of conventional methods for the 

classification of invasive ductal carcinoma. 

II. REVIEW OF LITERATURE 

The study of literature covers the 

various methods used to identify IDC 

conditions. Discover a solution to the 

problem statement largely includes 

studying invasive and non-invasive 

approaches that make use of the most recent 

technologies. The important factors to be 

covered in the literature review are the 

collection of datasets and their pre-

processing for further implementation. 

Another factor in consideration is the 

application of emerging technologies to 

detect the IDC condition in an individual. 

The entire review of the literature is studied 

from the perspectives of two key areas - 

Data Collection and Processing and 

Methodology, as mentioned further in the 

paper. 

 

A. Data Collection and 

Preprocessing 

 

In the hospital, cancer tissues were 

collected through core needle biopsy, 

surgical biopsy etc by the doctors. The 

sample can also be captured as an image for 

later reference. For automated detection of 

cancer cells, the breast biopsy can capture 

X-rays, MRI, Fast Brest MRI, ultrasound 

and histopathological images. 

There were open-source datasets are 

made available to the scientific community 

for research purposes by various Hospitals 

and Research centres. Some are, RGB 

Histopathology slides collected from 162 

women diagnosed with IDC at the Hospital 

of the University of Pennsylvania and The 

Cancer Institute of New Jersey. These RGB 

image patches were hand labelled by 

professional pathologists and made 

available through a public database [6]. 

Databiox is a publicly available dataset 

provided by Bolhansani, Hamidreza, et al, 

which can be accessed on the link 

http://databiox.com [7]. The dataset 

contains 124 patients' histopathological 

images collected from the Poursina Hakim 

research centre of Isfahan University of 

Medical Science in Iran. Digital Database 

for Screening Mammography: a dataset of 

1000 mammograms, containing 500 

normal cases and 500 cancer cases, was 

randomly chosen from DDSM Database [8] 

and was resized to 100x100 pixels. 

 

B. Methodology 

Deep learning can extract features 

from a large amount of data automatically, 

replacing machine learning with a manual 

feature extraction process, which impacts 

the speed up of more applications in the 

field of computer vision. Especially, CNN 

played an important role in medical images 

to extract distinguishable feature, which is 

given before the classifier. Nejad et al. [9] 

proposed a single-layer CNN on the 

BreaKHis dataset and classified it with an 

accuracy of 77.5%. Bhuiyan et al. [10] 

proposed a transfer learning model to 

extract features and then classified with a 

K-nearest neighbour, SVM, and Logistic 

regression on the BreaKHis dataset. The 

result of the study achieved for the SVM is 

96.24 as maximum accuracy. Cruz-Roa et 

al. [11] presented a three-layer deep 

learning network model on digitized WSI 

images. This study achieved a BAC of 

84.23% and an F1 score of 71.80%. Rasti et 

al. [12] presented an ensemble deep 

learning approach on breast dynamic 

contrast-enhanced magnetic resonance 

imaging (DCE-MRI) achieved accuracy 

high as 96.39%, a sensitivity of 97.73% and 

a specificity of 94.87%. Chen et al.[13] 

Constructed deep learning architecture for 
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classification of breast cancer maintaining 

high sensitivity and further implemented 

knowledge transfer from cross-domain 

achieved 0.788% F1 score and 0.772 recall. 

Araujo et al. [14] proposed a 12-layer CNN 

for breast cancer image classification and 

performed image-wise classification on 

multiple classes (normal tissue, benign 

lesion, in situ carcinoma and invasive 

carcinoma). Abdolahi et al. in 2020 [15] 

proposed a model for the classification of 

breast cancer and achieved 83% and 85% 

for F1 score and accuracy, respectively. In 

2019 Chatterjee et al. [16] proposed a 

model on a tiny sample of IDC dataset with 

Residual Deep Neural Networks, this 

strategy had 99.29% accuracy. Janowczyk 

and Madabhushi et al [17] performed a 

single generic deep learning approach on 

digital pathology for feature extraction and 

classification. In this study, the Caffe 

framework is used for implementation, and 

has achieved an F-score is 0.7648 on IDC 

detection. In 2018, Reza et al.[18] proposed 

SMOTE and CNN methods to handle data 

imbalance of positive IDC images and 

classified the F1 accuracy as 84.78%. This 

study shows that data imbalance problems 

could affect the deep learning parameters, 

which could lead to the negative 

classification of digital pathology images. 

The synthetic oversampling of a low-size 

class dataset could improve classification 

accuracy. In 2022, Alruwaili and Gouda et 

al. [19] performed a deep transfer learning 

method using Resnet-50 and DenseNet-

161.Both models performed F1-score of 

94.11 and 92.38 respectively. The data 

augmentation is performed in both the 

architecture to get a better classification.  

III. PERFORMANCE MEASURES 

AND COMPARISON 

Accuracy is a basic performance 

measure parameter used by most 

researchers. The table I have shown below 

gives the comparison between different 

methods used for IDC detection on 

different datasets against the accuracy of 

that method. Various performance metrics 

were used for performance analysis such as 

Precision, Sensitivity, Specificity, F1 score 

and BAC. 

Table I 

 
 

IV. RESEARCH GAP AND 

PROPOSED SOLUTION 

After a detailed review, it has been 

found that the data collection process needs 

to be more accurate to get more accurate 

results. A standard operating procedure is 

required to be designed for collecting the 

data sample. The hospital uses different 

vending machines to capture images of 

cancer cells. Deep learning requires a large 

amount of data to find the unique pattern 

from the images. Medical images recorded 

in a different environment will not help the 

deep learning architecture to learn the 

correct feature. While capturing a 

histopathologic image of the cancer tissue 

sample, the distance between the sample 

and camera, and the resolution of the 

microscope were found to be the main 

parameters to be considered. Because, the 

size, colour, shape and arrangement of the 

cancer cell play an important role in the 

classification of IDC positive.  The use of 

recent technologies such as machine 

learning and deep learning is preferred 

since they are more accurate and less time-

consuming as compared to conventional 

methods. This will ensure the more 

accurate determination of the IDC 

condition of an individual.  
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It is proposed to implement a non-

invasive method to detect the IDC 

condition in an individual based on the 

computer vision approach which will 

ensure accuracy, reliability and efficiency 

of diagnosis. Deep Learning is considered 

to be a black box, AI Transformer learning 

and Bio-inspired deep learning architecture 

give more generalization to classify various 

IDC biopsy images. Bayesian consensus 

clustering technique also could help 

classify IDC digital images from multiple 

sources of data arising through several 

modern applications.    

 

V. CONCLUSION 
In this paper, a comprehensive 

study of IDC detection methods is carried 

out. It has been discovered that mainly deep 

learning approaches are used to classify 

breast tissue as cancerous or not due to very 

complex patterns present in the image 

dataset. The majority of the population in 

developing countries lacks the availability 

of pathologists to diagnose cancer tissue 

accurately. Early detection is the key factor 

in the successful treatment of breast cancer. 

Doctors recommend yearly screening of 

women ages 40-44. As a result, more 

women were asked for mammography 

screening. An automated diagnosis system 

using can assist doctors without delaying 

the medical treatment of the patient.  This 

review effort will aid in the establishment 

of a system for early detection of IDC, 

allowing for a control and management 

mechanism to take care of the patients. 

With this review literature, it can be 

concluded that in this digital era of 

technology, providing advanced solutions 

to the existing medical methods with the 

help of the latest technology is beneficial 

for diagnostic and therapeutic purposes. 

These technological solutions are not meant 

to replace existing systems; rather, they are 

intended to assist them in making faster, 

better, and more precise assessments to 

improve patient care. This review study 

effort will help researchers to fine-tune the 

deep learning model architecture to further 

improvement on classification accuracy for 

digital pathology images. 
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Abstract: Breast cancer can be found in both men and women. Though it's rare in men, breast cancer in 

women has increased significantly and as per WHO cancer statics Breast Cancer recorded approximately 1.6 

to 2 lakhs cases and around 90 thousand reported deaths. The detection of this cancer at higher stages (i.e. 

stages 3 and 4) makes it difficult for the patient to survive and thus is a reason that 50% of Indian women 

suffer from stages 3 and 4 of breast cancer. One more reason for less survivability is that people have less 

awareness on such a topic. This research paper represents comparative study of K-Nearest Neighbor (KNN) 

and Logistic Regression techniques for Breast cancer detection. 

These techniques achieved an accuracy of 95.0% and 86.0% respectively. We found KNN is better than 

Logistic regression. 

Keyword: Breast Cancer, Mammography, preprocessing, Segmentation, KNN, Logistic regression, 

Malignant. 

 

Introduction
Breast cancer is most common type of cancer 

in women, it accounts for 14% of cancers in 

Indian women [1].  Every four minutes an 

Indian woman is diagnosed with breast 

cancer which is ever growing. It is observed 

that the breast cancer is on rise in rural and 

urban India. A report on Breast Cancer 

statistics year 2018 recorded 1, 62,468 new 

cases and the death count was recorded 

around 87,090. 

The stages of cancer are divided into one to 

four. The difficult in survival increases with 

higher stages of cancer growth, as most men 

and women are unaware of this disease more 

than 50% of Indian women are suffering in 

stage 3 and 4 of breast cancer. Post cancer 

survival for women with breast cancer was 

reported 60% for Indian women [2]. 

Breast cancer is due to uncontrolled growth 

of breast cells. The cancer is due to the 

abnormal growth or mutations in genes which 

are responsible for growth of new cells. As 

the new cells are formed, it will replace the 

old cells as their life span is over or dead. But 

in case if there is mutation in genes, it 

modifies the genes turning manipulating cell 

information. This cell will now gain ability to 

divide on its own (i.e. out of genes working) 

uncontrollably and will produce similar cells, 

thus will result in tumor growth. This tumor 

can be benign or malignant. 

Benign tumor cells are nearly the same in 

appearance, therefore are not considered 

cancerous. The growth rate of benign tumor 

cells is slow and also, they won’t spread to 

other parts of the body. While for Malignant 

tumor cells, they are cancerous. If malignant 

tumors are ignored or unchecked unlike 

benign, they will spread to the whole body 

and start to infect.Hence, breast cancer can be 

termed as a malignant tumor, as ignorance of 

such cells will spread this cancer. 

Breast cancer can be seen developing in the 

cells of the lobules, which are the milk-

producing glands. This cancer may also 

develop in the ducts that are passage to drain 

milk from the lobules to nipples. Breast 

cancer can also begin to develop in the 

stromal tissues, which include the fatty and 

fibrous tissues of the breast. 

If left unchecked, cancer cells may attack 

nearby healthy breast tissues and move into 

the underarm lymph nodes that filter out dirt 

or foreign substances in the body. Using such 

nodes, they can make their way to different 

parts of the body and may start to spread. The 

stages of breast cancer (i.e from 1 to 4) depict 

the spread of cancer cells from their original 

position. The reason for breast cancer is a 
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genetic abnormality. However, only 5-10% 

of cancers are due to an abnormality inherited 

from the mother or father. Instead, 85-90% of 

breast cancers are due to genetic 

abnormalities that happen as a result of the 

aging process [2]. The deaths are the result of 

unawareness of such cancer. This type of 

cancer can be found both in women and men, 

though more commonly in women. 

There is a screening technique known as 

Mammogram commonly used for breast 

cancer screening. This technique uses an X-

ray and thus the patient is exposed to some 

normal radiation. Mammogram fails 

sometimes as it shows the suspicious area 

which won’t be cancer affected.  

The purpose of this paper is to compare the 

two algorithms i.e K- Nearest Neighbor and 

logistic regression, algorithm for their 

precision and accuracy in detecting breast 

cancer.  

As we are going to use the KNN, and Logistic 

regression, in detecting the breast cancer for 

precision and accuracy, we have created a 

features set for training these algorithms to 

accurately detect the cancer 

A. K

-

N

E

A

R

E

S

T 

N
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K-Nearest Neighbor algorithm is based on 

Supervised Learning technique and is one of 

technique used in machine learning. K-

Nearest Neighbor algorithm calculates the 

similarity between the new data and available 

data. KNN algorithm can be used for both 

regression and classification but mostly we 

can see its use in classification problems. 

KNN being a non-parametric algorithm does 

not make any assumption on the data given. 

KNN algorithm at the training phase stores 

the dataset and when it gets new data and then 

it classifies that data into a category that is 

much similar to the new data.This method of 

classification, classifies object based on 

closest training examples in the feature space.  

K-Nearest neighbors algorithm for 

classification of the fuse feature vectors. K-

NN is instance-based type learning and it is 

simplest algorithm among the all other 

learning algorithms. The training with K-NN 

consists of feature vectors and the each 

feature vector is labeled with class label. 

Classification in K-NN is based on user 

define constant i.e. K (positive integer), and 

test vector is classify by allocating the class 

label which is most nearest among the K 

training samples. In our experiment choice of 

the K is depends up on the data. K-Nearest 

neighbors algorithm that classifies new 

classes based on the similarity.  

B. Logistic Regression 

Logistic regression [3] is a statistical analysis 

method used to predict a data value based on 

prior observations of a data set. It has become 

an important tool in the discipline of machine 

learning. This approach allows algorithm 

currently used in a machine learning 

application for classifying incoming data [4]. 

The relevant data comes in then algorithm 

should get better at predicting classifications 

within data sets [5]. Logistic regression plays 

an important role in data preparation by 

allowing data sets to be put into specifically 

predefined buckets during the extract, 

transform, and load (ETL) process in order to 

stage the information for analysis. 

This model predicts a dependent data variable 

by analyzing the relationship between one or 

more existing independent variables [6]. For 

example a logistic regression could be used to 

predict whether a political candidate will win 

or lose an election or whether a high school 

student will be admitted to a particular 

college [7]. 
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 Fig 1.1: Logistic Regression Model 

The analytical model can take into 

consideration multiple input criteria. In the 

case of acceptance the model could consider 

factors such as the student’s grade point 

average, SAT score and number of 

extracurricular activities [8,9]. Based on 

historical data about earlier outcomes 

involving the same input criteria, it then 

scores new cases on their probability of 

falling into a particular outcome category 

[10,11]. 

C. Adaboost algorithm 

AdaBoost is a popular method that has been 

shown to significantly enhance the prediction 

accuracy of the base learner. It is a learning 

algorithm used to generate multiple 

classifiers and to utilize them to build the best 

classifier (Schapire and Singer 1999, 

Schapire 1999). The advantage of this 

algorithm is that it requires fewer input 

parameters and needs little prior knowledge 

about the weak learner. Moreover, it has high 

flexibility suited 

AdaBoost algorithm is used to maintain a 

distribution or set of weights over the training 

set.  The training set (xl ,yl),…(xn,yn)  where  

each  xi  belongs  to  some  domain  or 

instance space X, and each label yi, is in the 

label set Y={-1,+1}. Although AdaBoost 

assigns a weak learning algorithm repeatedly 

in a series of rounds k =1,…,K, the weight on 

the training example i on round t is denoted 

as Dk(i). The same weight will set at the 

starting point (D1(i)=1/N, i=1,…,N). Then 

the weight of the misclassified example is 

increased to concentrate on the hard examples 

in the training set.  

 

D.  Sigmoid Function 

The sigmoid function, also called logistic 

function gives an ‘S’ shaped curve that can 

take any real-valued number and map it into 

a value between 0 and 1. If the curve goes to 

positive infinity, y predicted will become 1, 

and if the curve goes to negative infinity, y 

predicted will become 0. If the output is more 

than 0.5, we can classify the outcome as 1 or 

YES, and if it is less than 0.5, we can classify 

it as 0 or NO. If output is 0.75 we can say in 

terms of probability as: There is a 75 percent 

chance that patient will suffer from cancer. 

The sigmoid function f(x) is given by: 

 

𝐹(𝑥) = 1 + 𝑒(−𝑥) 

II. Proposed Methodology 

Dataset named Wisconsin Diagnosis Breast 

Cancer obtained from the University of 

California (UCI) Machine Learning 

Repository [12]. This data set is commonly 

used among researchers who use expert 

systems and machine learning methods for 

breast cancer Wisconsin Breast Cancer 

(WBC) and name of Brest cancer whose data 

retrieved from UCI machine learning 

repository dataset [11]. This dataset 

Comprises of 1000 instances, where the cases 

are labeled as either benign or malignant and 

458 (65.50%) of the cases are benign and241 

(34.50%) are malignant the dataset is 

partitioned into two classes 2 and 4, where 2 

denotes the benign class and 4 denotes the 

malignant class. The benign instances are 

represented as positive class and the 

malignant instances are represented as 

negative class in our study.  

We than performed cross-validation method 

on 5 ,10 and 20 fold on 50,60,70,90, training 

set we have compared the results of K-NN, 

Logistic regression, Adaboost algorithm to 

show the best approach with accuracy . In 

KNN, the number of closest data points is 

usually chosen as an odd number if the 

number (i.e n) of classes is 2. 

We have compared the results obtained by 

using K-NN, Logistic regression, Adaboost 

algorithm we found that AUC, CA, F1, 

Precision and Recall columns shown below 

for KNN on comparing with logistic 

regression and Adaboost shown better result. 

III. Results and graphs 

4.1 Results obtained for 5 folds 

5 folds 50 training set size 
      

Evaluation results 

  AUC CA F1 Precision Recall 
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logistic 

Regression 

0.873 0.790 0.789 0.793 0.790 

KNN 0.949 0.910 0.910 0.911 0.910 

AdaBoost 0.900 0.900 0.900 0.901 0.900 

 

5 folds 60 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.873 0.790 0.789 0.793 0.790 

KNN 0.949 0.910 0.910 0.911 0.880 

AdaBoost 0.900 0.900 0.900 0.901 0.750 

 

5 folds 70 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 

0.87

3 0.790 0.789 0.793 0.790 

KNN 

0.94

9 0.910 0.910 0.911 0.910 

AdaBoost 

0.90

0 0.900 0.900 0.901 0.900 

      

 

5 folds 80 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logisstic 

Regression 0.873 0.790 0.789 0.793 0.790 

KNN 0.949 0.910 0.910 0.911 0.910 

AdaBoost 0.900 0.900 0.900 0.901 0.900 

 

5 folds 90 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.873 0.790 0.789 0.793 0.790 

KNN 0.949 0.910 0.910 0.911 0.910 

AdaBoost 0.900 0.900 0.900 0.901 0.900 

 

4.2 Results obtained for 10 folds 

10 folds 50 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.868 0.780 0.780 0.780 0.780 

KNN 0.952 0.910 0.910 0.911 0.910 

AdaBoost 0.900 0.900 0.900 0.901 0.900 

 

10 folds 60 training set size  

      

Evaluation results  

  AUC CA F1 Precision Recall 

logistic 

Regression 0.868 0.780 0.780 0.780 0.780 

KNN 0.952 0.910 0.910 0.911 0.910 

AdaBoost 0.900 0.900 0.900 0.901 0.900 

 

10 folds 70 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.868 0.780 0.780 0.780 0.780 

KNN 0.952 0.910 0.910 0.911 0.910 

AdaBoost 0.900 0.900 0.900 0.901 0.900 

 

 

 

10 folds 80 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.868 0.780 0.780 0.780 0.780 

KNN 0.952 0.910 0.910 0.911 0.910 

AdaBoost 0.900 0.900 0.900 0.901 0.900 

 

10 folds 90 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.868 0.780 0.780 0.780 0.780 

KNN 0.952 0.910 0.910 0.911 0.910 

AdaBoost 0.900 0.900 900.000 0.901 0.900 

4.2 Results obtained for 20 folds 

20 folds 50 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.861 0.750 0.750 0.751 0.750 

KNN 0.953 0.910 0.910 0.911 0.910 

AdaBoost 0.910 0.910 0.910 0.910 0.910 

20 folds 60 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

Logistic 

Regression 0.861 0.750 0.750 0.751 0.750 

KNN 0.953 0.910 0.910 0.911 0.910 

AdaBoost 0.910 0.910 0.910 0.910 0.910 

20 folds 70 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.861 0.750 0.750 0.751 0.750 
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KNN 0.953 0.910 0.910 0.911 0.910 

AdaBoost 0.910 0.910 0.910 0.910 0.910 

 

 

20 folds 80 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.861 0.750 0.750 0.751 0.750 

KNN 0.953 0.910 0.910 0.911 0.910 

AdaBoost 0.910 0.910 0.910 0.910 0.910 

 

20 folds 90 training set size 

      

Evaluation results 

  AUC CA F1 Precision Recall 

logistic 

Regression 0.861 0.750 0.750 0.751 0.750 

KNN 0.953 0.910 0.910 0.911 0.910 

AdaBoost 0.910 0.910 0.910 0.910 0.910 

 

 
 Fig: 4.1 Random graph on 5-fold 

comparing Logistic, KNN, 

Adaboost algorithm 

 

 

 

 

 

Fig: 4.2 Random graph on 10 fold 

comparing Logistic regression, KNN, 

Adaboost algorithm 

 

 
 

Fig: 4.3 Random graph on 20 fold 

comparing Logistic regression, KNN, 

Adaboost algorithm 

 

From the results we obtained for different 

training set using 5fold, 10-fold, 20-fold we 

observed that KNN gave 95%accuracy which 

was more in comparison to logistic and 

Adaboost algorithms. 

IV. Conclusion 

In this paper we have proposed a comparison 

which can detect breast cancer more 

accurately. The proposed system identifies 

Breast cancer by using K- Nearest Neighbor, 

Logistic regression and adaboost algorithm. 

This paper is mainly focused on comparing 

the KNN, Logistic regression, adaboost 

algorithms. an accuracy of 96.3% was 

obtained in training phase using KNN, 

whereas in Adaboost and Logistic regression 

algorithm an accuracy of 91%nad 1% was 

obtain. We have also plotted the random 

graph of these three algoritms obtained on 

5fold, 10fold, 20fold dataset. These graphs 

also explain the accuracy level of KNN, 

Adaboost and logistic regression. 

Dataminers, researchers and coders can get 

benefit of results from this survey. Hence by 

comparing these three methods using the 

obtained results and graph we conclude that 

the KNN method shown better results than 

adaboost and logistic regression algoritms for 

detection of breast cancer.  
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Abstract: Machine Learning (ML) assumes a huge part in the area of computerized reasoning. During late 

years ML has been drawing in numerous analysts and it has been effectively applied in many fields, for 

example clinical, training, estimating, and so on, at present, the conclusion of illnesses is mostly from master's 

choice. The finding is a significant undertaking in clinical science as it is critical in deciding whether a patient 

is having a sickness or not. This chooses the reasonable way of treatment for sickness determination. Applying 

AI methods for sickness determi589nation utilizing savvy calculations has been a hot exploration area of 

software engineering. This paper overviews the various performance/evaluation metrics used in ML 

applications for disease prediction to improve the performance/accuracy of the model. 

Keywords: Machine Learning, Random Forest (RF), Decision Tree (DT), Naïve Bayes (NB), Logistic 

Regression (LR), Support Vector Machine (SVM), K-nearest Neighbour (KNN). 

I. Introduction 
Over the past decades, Artificial 

Intelligence (AI) stream has become a 

broad and exciting field in computer 

science as it prepares machines to perform 

the tasks that human beings may do. It aims 

to train computers to solve real-world 

problems with the maximum success rate. 

As perceiving scientific growth and 

advancement in technology AI systems are 

now capable to learn and improve through 

past experiences without explicit assistance 

code if they are exposed to new data. 

Eventually, it leads to the technology of 

Machine learning (ML) which uses 

learning algorithms to learn from the data 

available [1]. Machine Learning uses data 

mining techniques to extract information 

from huge-size datasets. ML and Data 

Mining techniques explore data from end to 

end to find the hidden patterns inside the 

dataset [5]. Machine Learning and data 

mining algorithms have been deployed in 

various fields such as Computer 

networking, the travel and tourism industry, 

finance, forecasting, the telephone 

communication industry and electric load 

forecasting, and so on. 

Machine learning (ML) plays a significant 

role in disease prediction. It predicts the 

health of a particular person with a disease 

not based on real-life health data collected 

and efficient machine learning techniques 

to predict diseases with greater accuracy 

and identify respective risk factors early. It 

is well-known that Medical diagnostic 

opinion is a prime factor of the clinical 

subject, considering that the diagnostic 

method is likely to have comparatively 

significant ambiguities, which is more 

advantageous for the complication of 

medical prognosis and, consequently, gives 

importance for resolution help in clinical 

prognosis [10].  
 

II. Literature Review 
Sharma et al.[1] designed a prediction 

system using multiple ML algorithms. The 

database user had more than 230 diseases 

for processing. Based on the symptoms, 

age, and gender of an individual, the 

diagnosis system gives the output and 

predicts what he/she may have. The system 

compared various ML algorithms like 

Random Forest, Decision Tree, KNN, and 
Naïve Bayes with an accuracy of 95.6%, 

93.66%, 92%, and 95.1% respectively. 

Jothi et al.[2] compared various Machine 

Learning algorithms like Random Forest, 

Decision Tree, K- nearest Neighbours, and 

Support Vector Machine for early detection 

of dengue disease.  Among these three it 
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was observed that Random Forest has 

better classification accuracy.  

Krishna et al.[3] in his article, various 

Machine Learning algorithms like Random 

Forest, and Naïve Bayes Decision Tree 

were trained with the collected dataset. 

Among these three it was observed; 

Random Forest produces accurate results. 

 Enas et al.[4] developed a model that 

compares different ML models (KNN, LR, 

RF, SVM, and XGB) for heart disease. The 

performance has been tested and compared. 

XGB is the most compared model with an 

accuracy of 91.6 and 100% on two different 

heart disease datasets. 

Nitant et al.[5] reviewed all the techniques 

of Data Mining, Machine Learning, and 

Deep Learning used by researchers on open 

source datasets like UCI, and  KAGGLE, 

So to propose a better technique for early 

prediction of heart disease using these 

techniques.  

Rani et al.[6]  a proposed hybrid decision 

support system can play a vital role in the 

early detection of heart disease. The authors 

used various Machine Learning techniques 

and found that Random Forest classifiers 

gave given the most accurate result with 

86.6 accuracies. 

Ali et al.[7] aimed to identify a Machine 

Learning classifier with the highest 

accuracy.  Several Machine Learning 

algorithms were applied and compared for 

performance and accuracy. The Random 

Forest algorithm achieved 100% accuracy 

along with 100% sensitivity. 

S. Aparna et al.[8] built a mode for accurate 

detection of heart disease, an efficient 

machine learning technique should be used 

which has been derived from distinctive 

analysis among several ML algorithms.  

Algorithms like Random Forest, SVM, and 

Naïve Bayes are used to build an ML 

model. Compare the various analytics 

technique and select the best one. 

Kumar et al.[9] selected diseases such as 

Coronavirus, Heart disease, and Diabetes. 

Data is entered into the android app, the 

analysis is performed in the real-time 

database using machine learning models, 

and finally, disease detection results are 

shown in the android app. 

Chandra et al.[10] focussed on timely 

diagnosing the disease and curative 

measures. The main aim is to determine the 

role of Machine Learning tools in the early 

detection of chronic kidney and heart 

disease. 

Pavithra et al.[11] reviewed various 

Unsupervised Machine Learning 

techniques and discovered recent 

interesting structures within the data. 

Antor et al.[12] aimed to represent the 

result and analysis regarding detecting 

Dementia from various ML models. 

Models LR, DT, and RF have been used for 

prediction. 

Aldhari et al.[13] highlighted well-known 

ML algorithms used to handle IoT data in 

the healthcare sector. This paper aims to 

present a comprehensive overview of 

existing ML approaches and their 

application in IoT medical data. 

Shamrat et al.[14] developed a system to 

evaluate the different ML classifiers (SVM, 

NB, KNN, RF, DT, and LR) performance 

for the prediction of breast cancer disease. 

Evaluated breast cancer through sensitivity, 

specificity, f1 measure, and total accuracy. 

SVM obtained the uppermost performance 

with 97.0% accuracy. 

Khan et al.[15] measured performance of 

the system is to analyzed by comparing the 

proposed MDCNN-based heart disease 

prediction system to perform better than 

other classifiers with an accuracy of 98.2%. 

Punith et al.[16] presented to finding 

hidden features by using data mining 

techniques, which are necessary to find 

heart disease and to predict the presence of 

heart disease in patients. 

Gnana et al.[17] developed a smart health 

monitoring system with an ML system. It 

allows the physician to monitor the patient 

at a distance. Wearable sensors sensed 

different patient parameters. ML 

algorithms identify and predict disease. 

Rahman et al.[18] aimed to evaluate the 

performance of different machine learning 

algorithms was evaluated on different 

measurement techniques such as accuracy 

precision, recall, f1 score, and specificity. 

The analysis result shows Logistic 

Regression achieved the highest accuracy. 

Shamrat et al.[19] inspected the exhibition 

of three supervised algorithms (SVM, 

KNN, LR) for improving Parkinson’s 

disease analysis by detection. Studies show 
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SVM achieved the highest accuracy of 

100% for Parkinson’s disease prediction. 

Harimoorthy et al.[20] experimented using 

the reduce set features of Chronic Kidney 

Disease. This system compared SVM- 

Linear, SVM- Polynomial, Random Forest, 

and Decision tree in R studio. The 

performance of all of these was evaluated. 

SVM-Radial produces highest the accuracy 

of 98.3%. 

Mohan et al.[21] proposed a novel method 

that aims at finding significant features by 

applying ML techniques resulting in 

improving the accuracy in the prediction of 

cardiovascular disease. The prediction 

model is introduced with different features 

and classification techniques. Hybrid 

Random Forest with Linear Model 

(HRFLM) with an accuracy of 88.7%. 

Yadav et al.[22] used various sensors to 

sense data, and these sensed data send to a 

Controller. According to the condition of 

the patient, the buzzer will be on as temp 

exceeds the given range. At the same time, 

data is sent to doctors using the internet, so 

that they can give quick and proper 

solutions in real time. 

Gupta et al.[23] analyzed how ML 

techniques are used to predict different 

diseases and its type. This paper examines 

mainly Chronic Kidney Disease, Heart 

Disease, Diabetes, and Breast cancer. Also 

focused on a hybrid approach that increases 

the performance of individual classifiers. 

Vemulapalli et al.[24] focused on a 

comprehensive survey of Machine 

Learning applications in the medical 

disease prognosis during past decades. 

Marimuthu et al.[25] the goal of this work 

provides insight into entrusting ML 

algorithms and Data Mining techniques 

such as ANN, Decision Tree, Fuzzy Logic, 

KNN, Naïve Bayes, and SVM and give an 

overall summary the of existing work. 

Fatima et al.[26] provided a comparative 

analysis of ML algorithm for the diagnosis 

of different diseases such as heart disease, 

diabetes disease, liver disease, dengue 

disease, and hepatitis disease. 

 

Table 1 Comparative study of various Machine Learning algorithm. 

Year Author Purpose Technique used Accuracy 

2022 Sharma et 

al.[1] 

Disease prediction using 

Machine Learning 

Random Forest, Decision 

Tree, KNN, and Naïve 

Bayes 

Random Forest, Decision Tree, 

KNN, and Naïve Bayes with an 

accuracy of 95.6%, 93.66%, 

92%, and 95.1% respectively. 

2022 Jothi et al.[2] Dengue prediction using 

Machine Learning 

Random Forest, Decision 

Tree, K- nearest 

Neighbors, and Support 

Vector Machine. 

Random Forest has better 

classification accuracy. 

2022 Krishna et 

al.[3] 

Diabetes prediction using 

Machine Learning 

Algorithms 

Random Forest, Naïve 

Bayes Decision Tree 

Random Forest produces an 

accurate result. 

2022 Nitant et 

al.[4] 

Performance Comparison 

of various Machine 

Learning Approaches to 

identify the Best one in 

Prediction of Heart 

Disease 

KNN, LR, RF, SVM, and 

XGB 

XGB is the posterior model with 

an accuracy of 91.6 and 100% on 

two different heart disease 

datasets. 

2021 Rani et al.[6] A decision support system 

for heart disease prediction 

based upon machine 

learning 

Hybrid decision support 

system 

Random forest classifiers gave 

the most accurate result with 86.6 

accuracies. 

2021 Ali et al.[28]  Heart disease prediction 

using supervised machine 

learning algorithms: 

Performance and 

comparison   

Several Machine Learning 

algorithms were used 

The random forest algorithm 

achieved 100% accuracy along 

with 100% sensitivity.    

2020 Shamrat et 

al.[14] 

An Analysis of Breast 

Disease Prediction Using 

SVM, NB, KNN, RF, DT, 

and LR 

SVM obtained the uppermost 

performance with 97.0% 

accuracy.    
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Machine Learning 

Approaches    

2019 Shamrat et 

al.[19] 

A Comparative Analysis 

of Parkinson’s Disease 

Prediction using Machine 

Learning Approaches 

SVM, KNN, LR SVM achieved the highest 

accuracy of 100% for 

Parkinson’s disease prediction.   

2019 Harimoorty et 

al.[20] 

Multi-disease prediction 

model using improved 

SVM-radial bias technique 

in the healthcare 

monitoring system 

SVM- Linear, SVM- 

Polynomial, Random 

Forest, and Decision tree in 

R studio 

SVM-Radial produces the 

highest accuracy of 98.3%.      

Performance/Evaluation Metrics in ML: 

 
Evaluating the performance of a Machine 

Learning model is one of the stages while 

building a successful ML model. To assess 

the presentation or nature of the model,  

 
Fig1.Performance Metrics in Classification 

various measurements are utilized, and 

these measurements are known as 

performance metrics or evaluation metrics. 

It assists us with understanding how well 

our model has performed for the given 

information. Along these lines, we can 

work on the model's exhibition by tuning 

the hyper parameters. Every ML model 

means to sum up well on concealed/new 

information, and execution measurements 

assist with deciding how well the model 

sums up on the new dataset. 

Performance Metrics for Classification: 

In a classification problem, the category of 

data is identified based on training data. 

The model learns from the given dataset 

and then classifies the new data based on 

the training which predicts class labels as 

the output, such as Yes or No, 0 or 1, Spam 

or Not Spam, etc. To evaluate the 

performance of a classification model, 

different metrics are used, and some of 

them are as follows: 

i. Accuracy 
 

The accuracy can be determined as 

the number of correct predictions to the 

total number of predictions. Accuracy is 

one metric for evaluating classification 

models. The model is best if it has high 

accuracy [4].     

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑜. 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑜. 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

 

For binary classification, accuracy can also 

be calculated in terms of positives and 

negatives as follows: 

 

𝐴𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

ii. Confusion Matrix 
 

 It is a tabular representation of 

prediction outcomes of any binary 

classifier, which is used to describe the 

performance of the classification model on 

a set of test data when true values are 

known [4]. 

                                                                                                                                          Predicted  

 Positive Negative 

A
ct

u
al

 Positive 
True 

Positive 
(TP) 

False 
Negative 

(FN) 

Negative 
False 

Positive 
(FP) 

True 
Negative 

(TN)        

       Fig 2. Confusion Matrix 

In general, the table is divided into four 

terminologies, which are as follows: 

1. True Positive (TP): In TP, the 

prediction outcome is true, and it is 

true in reality, also. 
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2. True Negative (TN): In TN, the 

prediction outcome is false, and it 

is false in reality, also. 

3. False Positive (FP): In FP, 

prediction outcomes are true, but 

they are false in actuality. 

4. False Negative (FN): In FN, 

predictions are false, and they are 

true in actuality. 

iii. Precision 
 

It is the ratio of correctly predicate 

positive results to the total predictive 

positive results. It determines the 

proportion of positive prediction that was 

correct [4]. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

   

iv. Recall or Sensitivity  
 

It is calculated as a prediction that is actual 

to the total number of positives, either 

correctly predicted as positive or 

incorrectly predicted as negative i.e true 

positive and false negative. It is also similar 

to the precision metric; however, it goals to 

calculate the proportion of actual positive 

that was identified incorrectly [4].  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

v.  F Scores  
F-score or F1 is a metric to evaluate a 

binary classification model based on 

predictions that are made for the positive 

class. It is the weighted average of 

Precision and Recall. It is calculated as the 

harmonic mean of both precision and 

Recall, assigning equal weight to each of 

them [4]. 

𝐹1 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ [
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
] 

 

vi. AUC – ROC  

To visualize the performance of the 

classification model on charts, the AUC-

ROC curve is useful. It is one of the most 

popular metrics for evaluating the 

performance of the classification model [4]. 

ROC (Receiver Operating 

Characteristic curve) It represents a graph 

to show the performance of a classification 

model at different threshold levels. The 

curve is plotted between two parameters i.e 

True Positive Rate and False Positive Rate. 

True Positive rate is a synonym for Recall, 

hence can be calculated as: 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

False Positive Rate can be calculated as: 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

AUC (Area under the ROC curve): AUC 

calculates the two-dimensional area under 

the entire ROC curve. 

 

 
  Fig 3. AUC under ROC Curve 

 

Performance will be calculated across all 

the thresholds and provides an aggregate 

measure. The ranges value of AUC from 0 

to 1. It means a model with 100% wrong 

prediction will have an AUC of 0.0, 

whereas models with 100% correct 

predictions will have an AUC of 1.0. 

Performance Metrics for Regression: It 

is a supervised learning technique used to 

find the relationships between the 

dependent and independent variables. This 

model predicts a numeric or discrete value. 

The performance of a Regression model is 

reported as errors in the prediction. Metrics 

that are used to evaluate the performance of 

Regression models 

 
Fig 4. Performance Metrics in 

Regression 

 

i. Mean Absolute Error (MAE)  

Mean Absolute Error or MAE is one of the 

simplest metrics, which measures the 

absolute difference between actual and 
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predicted values, where absolute means 

taking a number as Positive [12]. 

𝑀𝐴𝐸 =
1

𝑁
𝛴|𝑌 − �̅�| 

Here, Y is the Actual outcome, Y' is the 

predicted outcome, and N is the total 

number of data points. 

ii.  Mean Squared Error (MSE)  

Mean Squared error or MSE is one of the 

most suitable metrics for Regression 

evaluation. It measures the average of the 

Squared difference between predicted 

values and the actual value given by the 

model.  

Since in MSE, errors are squared, therefore 

it only assumes non-negative values, and it 

is usually positive and non-zero [12]. 

𝑀𝐴𝐸 =
1

𝑁
𝛴(𝑌 − 𝑌′)2 

iii.  R Squared Score 

R squared error is also known as the 

Coefficient of Determination, which is 

another popular metric used for Regression 

model evaluation. The R-squared metric 

enables us to compare our model with a 

constant baseline to determine the 

performance of the model. To select the 

constant baseline, we need to take the mean 

of the data and draw the line at the mean. 

The R-squared score will always be less 

than or equal to 1 without concern if the 

values are too large or small [12]. 

𝑅2 = 1 −
𝑀𝑆𝐸(𝑀𝑜𝑑𝑒𝑙)

𝑀𝑆𝐸(𝐵𝑎𝑠𝑒𝑙𝑖𝑛𝑒)
 

iv. Adjusted R Squared  

Adjusted R squared is the 

improved/modified version of the R 

squared error. R square has a limitation of 

improvement of a score on increasing the 

terms, it may mislead the data scientists if 

is not improving, and it may mislead the 

data scientists. 

To overcome the issue of R square, 

adjusted R squared is used, which will 

always show a lower value than R². It is 

because it adjusts the values of increasing 

predictors and only shows improvement if 

there is a real improvement [12]. 

𝑅𝑎
2 = 1 − [(

𝑛 − 1

𝑛 − 𝑘 − 1
) × (1 − 𝑅2)] 

Here, n is the number of observations 

k denotes the number of independent 

variables 

and Ra
2 denotes the adjusted R2 

III. Conclusion 
A complete overview has been done in 

previous years on various disease like 

Dengue, Diabetes, Heart disease, Coronary 

illness, Parkinson’s disease, Breast cancer, 

Kidney Disease and Coronavirus using 

utilization of different ML strategies like 

LR, DT, RF, KNN, Naive Bayes, SVM, 

XGB also, various evaluation metrics of 

Classification like Accuracy, Confusion 

matrix, Precision score, Recall,, F1 score, 

AUC-ROC curve and Regression like 

Mean Absolute Error (MAE), Mean 

Squared Error (MSE), R Squared and 

Adjusted R2 has been studied to predict the 

disease with highest accuracy and 

performance of ML model. 
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Abstract: A facial recognition system is an application of computer vision and image processing that can 

perform the primary task of identifying and verifying individuals from image databases. Facial recognition 

plays an important role in the technical field mainly for security reasons. Human face recognition is an 

important area of authentication, especially when students are present. The purpose of this paper is to 

implement a digital attendance registration system. Current presence tag methods are monotonous and time 

consuming. Manually saved attendance can be easily edited. 

Keywords- Human Face Recognition (HFR), Face Detection, Attendance Management System (AMS), Principal 

Component Analysis (PCA). 

 

 1. Introduction 
Attendance plays an essential role 

in determining academic achievement of 

children and young people in schools and 

colleges [1, 2]. Higher education 

institutions like colleges and universities 

use a large amount of data on a day-to-day 

basis, which must be communicated in a 

proper manner to the student [3].     

Traditionally, the attendance of 

students is taken by hand with the help of 

the attendance sheet, provided by the 

faculty member in the classroom. The 

Current attendance marking methods are 

monotonous & time consuming. Manually 

recorded attendance can be easily 

manipulated. Moreover, it is very difficult 

to verify one by one student in a large 

classroom environment with distributed 

branches whether the authenticated 

students are actually responding or not [4]. 

Utilizing face recognition for attendance 

marking is a smart and efficient approach to 

attendance management systems. 

Compared to other techniques, face 

recognition is highly accurate and faster, 

minimizing the possibility of proxy 

attendance. With face recognition, passive 

identification is possible, meaning the 

person being identified does not need to 

take any action to confirm their identity, 

streamlining the attendance process even 

further. This technology provides a reliable 

and user-friendly attendance management 

system that enhances accountability and 

eliminates the potential for fraudulent 

attendance practices [5]. Face recognition 

is a biometric technology that involves 

identifying and verifying the identity of an 

individual by analysing and comparing 

their facial features with a database of 

known faces. This process typically 

involves two main steps: face detection and 

face recognition. In the first step, face 

detection algorithms are used to identify 

and locate faces in an image or video 

stream. These algorithms typically use a 

combination of techniques such as skin 

tone analysis, edge detection, and pattern 

recognition to identify areas of an image 

that are likely to contain faces. 

In the second step, face recognition 

algorithms are used to compare the detected 

face images with the faces in a pre-existing 

database to determine the identity of the 

individual. There are two main types of face 

recognition algorithms: appearance-based 

and feature-based.   

Appearance-based algorithms 

analyze the overall appearance of a face, 

including the shape, texture, and color of 

the face, to identify a match with a face in 

the database. Feature-based algorithms, on 

the other hand, focus on specific geometric 

features of the face such as the eyes, nose, 

and mouth, and use these features to create 

a unique template for each face in the 
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database. These templates can then be 

compared to the detected face images to 

determine a match. 

Overall, face recognition technology has a 

wide range of applications, from security 

and surveillance to biometric 

authentication and personalization. 

 

2. Literature Survey 
Shireesha Chintalapati, M.V. Raghunadh et 

al. [12] proposed a system to identify an 

unknown person. The face detection is done 

using the Viola-Jones algorithm. LBPH is 

used for feature extraction and face 

classification can be done using SVM. 
Hemantkumar Rathod et al.[13] presented 

an Automated Attendance System using 

Viola- Jones and HOG features along with 

SVM classifier. The system involves the 

process such as image acquisition, face 

detection, feature extraction, face 

classification, face recognition and 

eventually marking the attendance. Viola-

Jones algorithm is used for face detection 

and Support vector machine (SVM) is used 

for classification. 

 

3. Methodology 
A. Enrolment Phase  

Image Acquisition- A camera is used to 

take an image of the workers in an 

organisation as part of image acquisition. 

Face Detection and Face cropping- The 

cascading technique is used for face 

detection. With the imcrop (image) 

command, the face can be further cropped 

by separating it from the background 

image. The database contains these faces. 

Feature Extraction- With the help of the 

linear binary pattern method, features are 

extracted. Face detection and identification 

benefit from feature extraction. 

Database- Student or people's extracted 

characteristics will be recorded in a 

database. 

B. Routine Attendance after Enrolment 

Phase 

Face Detection -The performance of facial 

recognition systems is always improved by 

a good and effective face detection 

algorithm. For face detection, a number of 

algorithms have been suggested, including 

face geometry-based methods, feature-

invariant methods, and machine learning-

based methods. Viola and Jones suggested 

a framework that, among all of these 

techniques, has a high detection rate and is 

quick. Because it is quick and reliable, the 

Viola-Jones detection method is effective 

for real-time applications [6]. 

Viola-Jones Algorithm - Target detection 

algorithms like the Viola-Jones algorithm, 

which uses sliding windows, can be applied 

to both real-time and static face detection. 

The algorithm performs quantitative facial 

image feature discrimination, describes 

with Haar features, increases efficiency 

with cascade classifiers, and generates 

accurate regional brightness statistics as a 

final step. The Viola-Jones algorithm is 

typically used by the Cascade Object 

Detector function to identify faces, and at 

the same time, particular facial features and 

expressions can be identified through 

training. Such as the upper body, nose, 

eyes, and mouth of a human.  

Face Extraction-The main purpose of this 

step is to use feature vectors to extract any 

human faces found in the first step. In this 

step, a face is represented by a set of 

features vectors which describes the 

prominent facial features like the mouth, 

nose, and eyes with their distribution in 

geometry. Local Binary Pattern (LBP), 

Eigenface, Independent Component 

Analysis (ICA), Linear Discriminate 

Analysis , Scale-Invariant Feature 

Transform (SIFT) , Gabor filter, Local 

Phase Quantization (LPQ), Haar wavelets, 

Fourier transforms , and SIFT are a few 

examples of related techniques. The 

extraction of face features frequently uses 

techniques. 

Local Binary Pattern-Regarding the LBP 

texture mapper, two competing goals of 

low computational complexity and 

extracting the most representative texture 

information must be considered. According 

to [14], the advantages of this technique are 

simple implementation, invariance to 

monotonic light changes, and low 

computational complexity. Its canonical 

version is the used in this work, where 

features are extracted directly from the 

input image. Procedure for LBP with kernel 
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size (xisize) 3x3. The neighborhood 

structure is a collection of pixels taken from 

a square neighborhood and those pixels are 

compared to the average pixel value 

(threshold) to produce an 8-bit binary 

vector that is converted to a decimal 

number. The resulting values are then used 

to describe the pixel. Also, the only 

parameter that should be specified for this 

technique is whether it is used in the 

training phase or not. 

Face Recognition- Based on image 

intensity, facial recognition can be divided 

into two categories: feature-based and 

appearance-based [7].  

Feature-based approaches attempt to 

represent (approximately) the object as a 

collection of various characteristics, such 

as eyes, nose, chin, and so on.  

The appearance-based models, on the other 

hand, only use the appearance captured by 

various two-dimensional views of the 

object-of-interest. 

Feature-based techniques require more 

effort than appearance-based techniques. 

The real-time attendance management 

method necessitates a quick computational 

process. As a result, the tested system 

employs three appearance-based facial 

recognition techniques: Eigenfaces, 

Fisherfaces, and LBP. The success rate of 

fisherfaces and eigenfaces techniques 

varies based on the challenge, such as pose 

variation, illumination, or facial expression 

[8]. 

Principal Component Analysis - To 

analyse phase recognition problems, 

principal component analysis is used as a 

dimension-reducing method. This entire 

process is also referred to as an eigenface 

projection. Images from the facial database 

are transformed into a multivariate data set 

[9, 10]. 

Data is compressed using the PCA 

technique, which also displays the most 

efficient low-dimensional structure of 

facial features. In order to precisely 

decompose the phase structure components 

into orthogonal (correlated) components 

known as Eigen faces, this dimensional 

reduction discards information that is not 

helpful [9]. A face has a specific collection 

of significant characteristics. Principal 

components of original faces are the name 

given to these traits and features. PCA 

technique is used to extract facial 

characteristics from the source database 

[11]. 

EigenFace - We use eigenfaces to apply 

face recognition to the normalised faces. 

The term "eigenfaces" refers to this 

technique, which is commonly used in 

image recognition and is derived from the 

fact that eigenfaces are made up of 

eigenvectors. Eigenfaces, a helpful metric 

when performing face recognition, describe 

the variance of faces in a collection of facial 

images. A big collection of face images are 

subjected to principal component analysis 

(PCA), which identifies the eigenvectors of 

the covariance matrix created from the 

images. Then, by only taking into account 

the eigenvectors with the greatest 

eigenvalues, we can decrease the space's 

dimensionality [12]. 

 

4. Attendance Marking  

The attendance will be immediately 

recorded for each participant on a 

Microsoft Excel sheet coupled with the 

Matlab GUI after the successful completion 

of face verification and recognition. 

Start-The Matlab GUI loads the Face 

database into the workspace and creates 

Eigen faces for the whole training set. 

Capture Image-A test image is taken and 

put through a number of preparation 

procedures. Face Recognition-The Eigen 

face of the test picture is compared to the 

Eigen face of the training image. 

Update the attendance register-After face 

recognition, an Excel spreadsheet is 

instantly updated with attendance 

information. Attendance is not updated if a 

face cannot be identified. 

 

5. Conclusion 
 Building a secure environment is a major 

concern in the current scenario. A facial 

recognition system helps with storage. 

 Among all biometric technologies, facial 

recognition technology has great 

advantages in education as it can be used to 

automatically update and securely manage 

attendance compared to other traditional 
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biometric methods. so that, consuming time 

to making accurate attendance. 
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Abstract: In recent years, Internet of Things (IoT) is one of the most rapidly growing and major contributing 

technology for improving the quality of life. It is indeed the future of communication that has transformed 

real world objects (Things) into smarter devices. This paper provides an overview on IoT, its essential 

elements, types of IoT, IoT architectures, prominent IoT-Cloud platforms, various communication protocols, 

OSs for IoT, application domains, and the issues and challenges pertaining to this innovative technology.  

Keywords: Internet of Things (IoT), Wireless communication protocol, Radio Frequency Identification (RFID), 

IoT OS, Wireless Sensor Networks (WSN), Cloud Computing, Internet of Everything (IoE), Internet of Nano Things 

(IoNT), Internet of Mobile Things (IoMT), Internet of Mission Critical Things (IoMCT) 

 

1. Introduction 

Nowadays, with the current trend, the IoT 

is a buzzword. A basic example of an IoT 

system is HVAC (Heating, Ventilation, and 

Air Conditioning) monitoring and control 

system used for smart homes. IoT has a 

great potential to improve the quality of our 

life. The major application areas of IoT 

constitute healthcare, transportation, 

industrial automation, and emergency 

response to natural and man-made disasters 

(mission critical systems) where human 

decision making is difficult.  

The IoT enables physical objects to see, 

hear, think, and perform jobs by having 

them “talk” together, for sharing 

information and to coordinate decisions. 

This is achieved by transforming these 

traditional objects to “smart” ones using 

technologies like ubiquitous and pervasive 

computing, sensor networks, Internet 

protocols, etc. [1] 

The term “Internet of Things” (IoT) was 

initially coined by Kevin Ashton in 1999 in 

the context of Supply Chain Management 

(SCM). In this paradigm physical objects or 

“Things” can be sensors, actuators, or any 

other daily life tools and equipment capable 

of computational and communicational 

powers that can contribute as a single unit 

or as a collection of heterogenous devices. 

[2] 

IoT Definitions 
The RFID group defines IOT as the 

“worldwide network of interconnected 

objects uniquely addressable based on 

standard communication protocols”.  

Whereas, as per the Cluster of European 

research projects on IoT, ‘things’ are active 

participants in business, information, and 

social processes where they are enabling to 

interact and communicate among 

themselves and with the environment by 

exchanging data and information sensed 

about the environment, while reacting 

autonomously to the real/physical world 

events and influencing it by running 

processes that trigger actions and create 

services with or without direct human 

intervention. 

The ITU-T defines IoT as “Global 

infrastructure for Information Society, 

enabling advanced services by 

interconnecting (physical and virtual) 

things based on existing and evolving, 

interpolatable information and 

communication technologies”. 

The IoT for a smart environment is an 

interconnection of sensing and actuating 

devices providing the ability to share 

information across platforms through a 
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unified framework, developing a common 

operating picture for enabling innovative 

applications. 

History and Evolution of IoT 
The following figure depicts various 

phases in the transformation of Internet 

and evolution of IoT and its allied  

technologies which can be summarized as 

follows. 

 

 

Fig 1: Transformation of Internet 

The initial phase was the Pre-Internet phase 

marked by the communication through 

traditional fixed telephone lines and 

through Short Message Service (SMS). 

With the advancement of communication 

technology, a second phase, Internet of 

Content phase characterized by abilities for 

sending large sized messages. This was 

achieved using e-mail which was 

prominently used to share documents, 

images, files as attachments. The next 

phase was Internet of Services emphasized 

on applications such as e-commerce, e-

productivity, etc. In the fourth phase viz. 

Internet of People, humans got connected 

with each other through social media 

platforms. The current era is attributed to 

IoT capable of connecting billions of 

devices through Internet. However, with 

the recent advancements in Artificial 

Intelligence (AI), the future era would be of 

Internet of Things powered by Artificial 

Intelligence (IoTAI).[3] The following 

figure shows the recent Google Trends for 

the term IoT since 2012 which shows the 

steady rise in searches related to IoT.  

 

Fig. 2: Google search trend for the term Internet of Things since 2012. 
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An initial concept of the IoT was described 

at the Massachusetts Institute of 

Technology (MIT) Auto-ID Labs in early 

1990s. The first IoT application was the 

Trojan Room coffee pot developed in 1999. 

In later 1999, an Internet controlled 

‘toaster’ was developed which could be 

controlled remotely through Internet.[3] 

IoT Objectives 
The IoT aims for following objectives: 

 To extend the capabilities from IPv4 to 

IPv6 and other associated standards in 

order to support the future IoT and to 

deal with existing fragmentation issues 

arising due to IPv4. 

 To develop highly scalable IPv6 based 

Service Oriented Architecture (SOA) 

capable of handling problems related to 

cloud integration, mobility, portability, 

interoperability, etc. 

 To be able to self-sufficient for 

discovering interactions with: 

i. Multi-protocol integration 

ii. Self-interoperability with 

dissimilar devices 

iii. Cloud Computing services 

iv. Self-identification services 

v. Intelligent distribution systems [3] 

2. Elements of IoT 
i. Identification: 

Identification is important for the IoT to 

name and match services with their 

demand. IoT has many identification 

methods like Electronic Product Codes 

(EPC) and ubiquitous codes (uCode). 

Furthermore, the addressing methods of 

IoT include IPv6 and IPv4. The 6LoWPAN 

provides a compression mechanism over 

IPv6 headers that makes this addressing 

appropriate for low power wireless 

networks. Identification methods are used 

to provide a clear identity for each object 

within the network. 

ii. Sensing: 

The IoT sensing is associated with 

gathering data from the related objects 

within the network and sending it back to a 

data warehouse, database, or a cloud. The 

collected data is analysed to take specific 

actions based on required services. The IoT 

sensors can be smart sensors, actuators or 

wearable sensing devices. Single Board 

Computers (SBCs) integrated with sensors 

and built-in TCP/IP and security 

functionalities are typically used to realize 

IoT products (ex. Arduino Uno, R-Pi, 

BeagleBone Black, etc.). 

iii. Communication: 

The IoT communication technologies 

connect heterogeneous objects together to 

deliver specific smart services. The IoT 

nodes should operate using low power in 

the presence of lossy and noisy 

communication links. Some of the 

commonly used communication protocols 

for IoT include Wi-Fi, Bluetooth, IEEE 

802.15.4, Z-Wave, and Long-Term 

Evolution – Advanced (LTE – A). Apart 

from these, some specific communication 

technologies that are in use includes RFID, 

Near Field Communication (NFC), and 

Ultra-Wide Bandwidth (UWB). 

iv. Computation: 

Processing units (ex. microcontrollers, 

microprocessors, SOCs, FPGAs) and 

software applications represent the brain 

and computational ability of the IoT. 

Various hardware platforms were 

developed to run IoT application like 

Arduino, Friendly ARM, Intel Galileo, 

Raspberry PI, BeagleBone, etc. 

Cloud Platforms form another important 

computational part of the IoT. These 

platforms provide facilities for smart 

objects to send their data to the Cloud, for 

big data to be processed in real time, and 

eventually for the end users to be benefited 

from the knowledge extracted from the 

collected big data. There exists lot of free  

and commercial cloud platforms and 

frameworks available to host IoT services. 

v. Services: 

The IoT services can be categorized into 

four classes viz. Identity – Related 

Services, Information Aggregation 

Services, Collaborative – Aware Services 

and Ubiquitous Services. 

Identity – Related services are the most 

basic and important services that are used 

in other types of services. Information 

Aggregation Services collect and 
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summarize raw sensory measurements that 

need to be processed and reported to the 

IoT application. Collaborative – Aware 

Services act on the top of Information 

Aggregation Services and use the obtained 

data to make decision and react 

accordingly. Ubiquitous Services aim to 

provide Collaborative – Aware Services 

anytime they are needed to anyone who 

needs them anywhere. 

The ultimate goal of all the IoT applications 

is to reach the level of Ubiquitous Services. 

However, this end is not achievable easily 

since there are a lot of difficulties and 

challenges that have to be addressed. 

vi. Semantics: 

It refers to the ability of extracting 

knowledge. This is achieved smartly by 

using different machines to provide the 

required services. The knowledge 

extraction process involves discovery, 

resource modelling, data recognition, and 

data analysis for right decision so that an 

appropriate service can be delivered.[1] 

3. IoT Utilities 

 Dynamic and self-adapting: The 

devices and systems should be able to 

dynamically adapt with the changing 

context and based upon that should take 

the corresponding appropriate actions 

in accordance with user’s context or the 

sensed environment. 

 Self-configuring: It describes that the 

devices should be able to configure 

themselves, setup networking, and 

fetch software upgrades with either no 

or minimal user involvement. 

 Interoperable Communication 

Protocols: The IoT devices should have 

support for multiple communication 

protocols and they should be able to 

communicate with the other 

components of the infrastructure as 

well as their peer devices. 

 Unique Identity: This property 

describes that every IoT device must 

have a unique identity and a unique 

identifier (IP and URI) so as to identify 

every individual ‘Thing’ in the IoT 

infrastructure. 

 

 Context-awareness: The IoT devices 

sense various environmental 

parameters and further knowledge is 

gained about surrounding. The decision 

that the sensor nodes take thereafter are 

context aware. 

 Integrated into Information Network 

and Intelligent Decision-Making 

Capability: The integration of nodes 

into information network aids in 

making IoT systems smarter due to 

collective intelligence of distinct 

devices in collaboration with the 

overall infrastructure.  As IoT is multi-

hop in nature, it enables multiple sensor 

nodes to collectively arrive at the final 

decision. [4], [5] 

 

4. IoT Types 
The various types of IoT can be categorized 

as follows. 

Internet of Things (IoT): IoT is a recent 

technology which comprises of huge 

network consisting of millions of devices 

that are integrated with built-in sensors and 

actuators and they can be used to sense, 

monitor, collect, and share information 

using machine-to-machine (M2M) 

communications. These devices are 

considered as ‘things’ in an IoT network 

that are able to identify themselves. 

Internet of Nano Things (IoNT): It will 

focus on the way how nano devices 

interconnect with each other within the 

communication network. As opposed to 

IoNT, nano components will not be 

achievable in IoT. IoNT network 

architecture will comprise of nano nodes 

capable of performing different tasks but 

are limited to limited transmission and 

memory capabilities. However, these 

devices will be able to communicate with 

each other through the traditional 

communication channels and existing 

network protocols. 

Internet of Mobile Things (IoMT): With the 

advancement of mobiles and its allied 
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technologies, it is possible for us to 

communicate with others through the 

mobiles and their different associated 

sensors. The major difference that separates 

IoMT from conventional IoT are the 

mobility of things with respect to  

i. Context 

ii. Connectivity 

iii. Energy availability 

iv. Privacy and security 

Internet of Mission Critical Things 

(IoMCT): The IoMCT is driven by the 

union detection, communication, 

computation, and control. IoMCT aims at 

better utilization of network surveillance. 

These systems will be particularly useful 

for mission critical projects like 

battleground surveillance, patrolling, etc. 

Internet of Everything (IoE): An IoE is 

relatively a new aspect of traditional IoT. 

IoE involves Internet for Everything or 

Everyone. It is composed of four 

components viz. Things, Data, Process, and 

People. The data transmission between IoE 

components can be achieved through 

machine-to-machine (M2M) or people-to-

people (P2P) or people-to-machine (P2M). 

the IoE can be used in the areas like e-

learning and m-learning for educational 

systems so that students can easily get 

benefited by the educational resources. The 

following figure depicts interrelationship 

between various types of IoTs.[6] 

 

Fig 3: Interrelationship between types of IoTs 

5. IoT Architectures 

An IoT architecture is “a dynamic, global 

network infrastructure with self – 

configuring capabilities based on standard 

and interoperable communication protocols 

where physical and virtual ‘Things’ have 

identities, physical attributes, and virtual 

personalities and use intelligent interfaces, 

and are seamlessly integrated into the 

information network”. 

The standardization of architecture can be 

seen as a backbone for IoT to create 

competitive environment for companies to 

deliver quality products. The different IoT 

architectures are represented in the 

following figure 4. 

 

Internet of 
Everything 

(IoE)

Internet 
of Things 

(IoT)

Internet 
of Nano 
Things 
(IoNT)

Internet 
of Mobile 

Things 
(IoMT)

Internet 
of Mission 

Critical 
Things 

(IoMCT)



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 142 

 
 

Fig 4: Various IoT architectures [1]

The basic model is a 3-layer architecture 

that consists of Perception, Network, and 

Application Layer respectively. However, 

in recent approaches, some other 

approaches are also suggested. These 

models add more abstraction to the existing 

IoT architecture. Following are the 

characteristics of the 5-layer IoT 

architecture. 

i. Objects Layer: 

This layer is primarily associated with 

inclusion of various types of sensors and 

actuators that are responsible for 

performing functions like querying 

location, temperature, weight, motion, 

vibration, humidity, etc.  in order to 

properly configure the heterogeneous 

objects, a standardized plug-and-play 

mechanism is required. This layer is 

responsible for digitizing and data transfer 

to the Object Abstraction layer using secure 

channels for data transmission. The Big 

Data that is generated by IoT are initiated at 

this layer. 

ii. Object Abstraction Layer: 

This layer particularly is held responsible 

for transfer of the data generated by the 

Objects layer to the Service Management 

layer using secure channels. This layer is 

attributed to technologies like RFID, 

Cellular (GSM, 3G, UMTS, etc.), 

Bluetooth Low Energy (BLE), Infrared, 

ZigBee and may more. Moreover, this layer 

is also responsible for handling of 

functionalities related to Cloud Computing 

and data management.  

 

iii. Service Management Layer: 

It is a pairing layer that pairs a service with 

its requester based on addresses and names. 

It equips IoT application programmers to 

work with heterogeneous objects without 

sticking to a particular hardware platform. 

It also processes received data, makes 

decisions, and delivers the required 

services over the network wire protocols. 

iv. Application Layer: 

This layer is responsible for providing the 

services that are requested by the 

customers. For ex. this layer can provide 

readings related to temperature and air 

humidity to the customer who enquires for 

that data. This layer is important since it can 

provide high quality smart services to meet 

the customer’s needs. Some of the markets 

that are covered under this layer consist of 

smart home, smart building, transportation, 

industrial automation and smart healthcare, 

etc.  

v. Business Layer: 

The Business management layer manages 

the overall IoT system and its services. The 

key responsibilities of this layer include 

building a business model, graphs, 

flowcharts, etc. based on the received data 

from the Application layer. This layer is 

supposed to design, analyse, implement, 

evaluate, monitor, and develop IoT system 

related elements. This layer makes it 

possible to support decision making 

processes based on Big Data analysis. 

Furthermore, monitoring and management 

of the underlying four layers is achieved at 

this layer.[1] 

6. IoT Communication Technologies 

The communication protocols define data 

exchange formats, data encoding, 

addressing schemes for devices and routing 

of packets from source to destination. They 

are further responsible for implementing 

sequence control, flow control, and 

retransmission of lost packets, if any. 

 802.11 – Wi-Fi: The IEEE 802.11 is a 

family of Wireless Local Area Network 

(WLAN) communication standards. It 
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operates in two bands viz. 2.4 and 5 

GHz bands. The family consists of 

802.11a, 802.11b, 802.11g, 802.11n, 

802.11ac, and 802.11ad standards. Wi 

– Fi is preferred for indoor as well as 

outdoor wireless communications. 

 802.16 – Wi-Max: The IEEE 802.16 

Worldwide Interoperability for 

Microwave Access (Wi-Max) is a 

collection of wireless broadband 

standards.  

 Mobile Communication: These include 

different generations of mobile 

communication standards like 2G 

(GSM and CDMA), 3G (UMTS and 

CDMA), and 4G (LTE). The IoT 

devices make use of cellular networks 

for communication and data transfer 

purposes. 

  802.15.1 – Bluetooth: It is low–cost, 

low–power, short range 

communication technology that defines 

Personal Area Network (PAN). The 

Bluetooth Low Energy (BLE) is ultra–

low power, low–cost version of the 

standard Bluetooth. 

 Radio-Frequency Identification 

(RFID): These systems consist of RFID 

Reader and several RFID Tags where 

each tag has a specific address and 

mostly attached or embedded to a 

particular object. The tags consist of 

electronically stored information in 

them which can be read and transferred 

to other object whenever such tag 

comes in the proximity of RFID 

Reader. This technology prominently 

uses radio-frequency (RF) 

electromagnetic fields for data transfer. 

RFID tags are of three types. The first 

one, Passive Reader Active Tag 

(PRAT), in which reader is passive and 

receives signals from battery operated 

active tags. The second type of RFID 

tag is Active Reader Passive Tag 

(ARPT) consists of an active reader and 

a passive tag that derives the power 

from the reader for transmitting data to 

reader. The third is Active Reader 

Active Tag (ARAT) where both the 

reader as well as tag are active. 

 IEEE 802.15.4: It is a standard that 

specifies physical and media access 

control for Low-Rate Wireless 

Personal Area Networks (LR-

WPANs). 

 Zensys Wave (Z-Wave): Z-Wave is a 

low-power wireless communication 

protocol for Home Automation 

Networks (HANs). 

 Long Term Evolution (LTE): A 

standard wireless protocol for high-

speed data transfer between Global 

System for Mobile Communication 

(GSM) devices. 

 LongRange (LoRa): This digital 

wireless technology is characterized by 

long range connectivity for several IoT 

devices in rural areas, remote and 

offshore industries.  

 Near Field Communication (NFC): 

This technology is quite similar to 

RFID and usually enabled on mobile 

devices for short range data transfer 

using radio frequency communication. 

It differs from Bluetooth in the sense 

that in case of NFC, no pairing is 

necessary for the two devices involved 

in data transfer. 

 Ultra-Wide Band (UWB): It is 

designed for supporting 

communications within low range. 

This technology was initially known as 

radio pulse. UWB uses high bandwidth 

for connecting sensors for 

communication. 

 Machine-to-Machine (M2M): This 

communication technology is 

prominently used for communications 

between computers, processors, smart 
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sensors, actuators, or mobile devices. 

M2M consist of following five parts: 

i. M2M Device: A device capable of 

replying to request data contained 

within that device. 

ii. M2M Area Network (Device 

Domain): It is used to deliver 

connectivity to M2M Devices and 

M2M Gateways. 

iii. M2M Gateway: They are 

responsible for interworking and 

interconnection to communication 

network. 

iv. M2M Communication Networks 

(Network Domain): These devices 

handle communications between 

M2M Gateways and M2M 

Applications. 

v. M2M Applications: They make use 

of various application services and 

essentially used by business-

processing engines. 

 IPv6 Low-power Wireless Personal 

Area Network (6LoWPAN): This 

technology is mainly designed for 

home and automation systems for 

providing basic transport mechanism 

so that complex systems can be 

controlled in a cost-effective manner 

using low-power wireless 

infrastructure.[3], [4], [7] 

 

Fig. 5: Various communication technologies supported by IoT 

7. IoT Cloud Platforms 

Currently, there exists a variety of IoT 

cloud platforms in the market and the new 

ones arrive from time to time. The 

following table summarizes the features of 

prominent platforms. 

 

 

Table 1: Comparative summary of IoT Cloud platforms [4], [8] 

IoT Cloud 
Platform 

Real 
Time 
Data 

Capture 

Data 
Visualization 

Capability 

Service 
Type 

Data 
Analytics 
Support 

Cost 

Xively   Public  Free 

ThingSpeak   Public  Free 

Plotly   Public  Free 

IoT 
Communic

ation 
Technologi

es

RFID IEEE 
802.15

.4

Z-
Wave

LTE

LoRa

NFC

UWB

6LoW
PAN

Wi-Fi

Wi-
Max

Blueto
oth

Cellula
r 

Netwo
rks
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Carriots   Private  
Limited up to 10 

devices 

Exosite   Public  
Limited to 2 

devices 

GrooveStreams   Private  Limited 

ThingWorx   Private  Pay per use 

Nimbits   Hybrid  Free 

Connecterra   Private  Pay per use 

Axeda   Private  Pay per use 

Yaler   Private  Pay per use 

AMEE   Private  Pay per use 

Aekeesa   Private  Pay per use 

Paraimpu   Hybrid  Limited 

Phytech   Private  Pay per use 
 

8. Overview of IoT OSs 

The current market if full of various low-

end, mid-end, and high-end operating 

systems. The following table briefly 

describes few of the specialist Operating 

Systems for running IoT applications. 

 

Table 2: Overview of popular IoT OSs [9], [10] 

OS Developer Architecture 
Memory 

(minimum) 
C/C++ 

Support 

Multi-
thread 

Support 
Scheduler 

   RAM ROM    

TinyOS 

Univ. of 
California, 

Berkeley,and 
others 

Monolithic <1 kB <1 kB 
Partial 

C 
Partial Cooperative 

Contiki 
Research 

Community 
Monolithic <2 kB <30 kB C Partial 

Cooperative, 
Preemptive 

RIOT Freie Univ. Microkernel 
Approx 
1.5 kB 

Approx 5 
kB 

C, C++ Yes 
Tickles, 

Preemptive, 
Priority 

Zephyr Wind River 
Nanokernel, 
Microkernel 

2 kB – 
8 kB 

Approx 50 
kB 

C, C++ Yes 
Preemptive, 

Priority 

MbedOS ARM Monolithic 
Approx 

5 kB 
Approx 15 

kB 
C, C++ Yes Preemptive 

Android 
Things 

Google Monolithic 
Approx 
32 MB 

Approx 
128 MB 

C, C++ Yes Fair 

 

9. Applications of IoT 
There exist numerous applications of IoT 

according to different domains. Few of 

them are listed as follows. 

 Smart Homes: These applications 

involve monitoring and controlling of 

various aspects of a house such as 

CCTV cameras, lights, fans, ACs, etc. 

 Smart Parking and Traffic System: It 

enables us to track estimated numbers 

of vehicles in a city. This system can be 

further used for monitoring incoming 
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and outgoing of cars, heavy vehicles, 

and other city or state vehicles. As per 

the schedule and availability, the 

parking space can be incremented or 

decremented. 

 Smart Environmental Pollution 

System: These can be used to gather 

vital air statistics at the different parts 

of a city and the updates are 

dynamically delivered to the citizens 

suffering from health issues like 

bronchitis, asthma, etc. 

 E-Health Management System: These 

systems are currently under prime 

focus for development in developed 

countries. They combine a hybrid 

approach of hospital-centric and home-

centric systems that aims to reduce 

hospitalization costs and resources. 

 Smart Workplace Safety System: The 

workplace safety measures are either 

compromised or totally ignored in 

majority of the developing and under-

developed countries. Implementing 

such a system at the employee’s 

workplace ensures reliable workspace 

and can be used corruption mitigation 

procedures that need to be followed for 

appropriate industry safety and security 

standards. 

 Smart Banking: The payments systems 

of banks are one of the key areas where 

IoT can immensely benefit this sector. 

A good example for this area can be a 

banking app that can be made available 

to its customers for payments and 

loyalty points can be used to collect 

data for further marketing and 

customer services support purposes. 

 Smart Irrigation: The IoT have major 

applications in the agricultural domain 

whereby it can be used for smart 

irrigation and allied activities thereby 

resulting in improved irrigation plans, 

reduced wastage of resources, and 

increased yield as well as 

productivity.[11], [12] 

10. Issues and Challenges 

 Availability: Awareness of IoT should 

be on the basis of existing hardware 

and software in order to provide 

anytime, anywhere access and services. 

 Reliability: It aims at increasing 

success rate of IoT service. This can be 

implemented by enabling series of 

checks on both hardware and software 

components of IoT framework. 

 Mobility: The connectivity is vital for 

mobility. Mobility is essential for 

smooth implementation since majority 

of IoT applications are based on mobile 

interfaces. 

 Data Confidentiality: It concerns with 

problems associated with securing data 

in IoT at all levels. 

 Resource Management: In the near 

future, managing and maintaining vast 

number of devices over heterogenous 

networks is a challenging task. 

 Scalability: This refers to adding more 

and more newer devices to the existing 

infrastructure without affecting the 

services and functional capabilities.  

 Interoperability: The handling and 

management of varied devices along 

with their proper synchronization is a 

problem of major concern. 

 Security and Privacy: The nature of IoT 

is such that due to the involvement of 

WSN, it is susceptible to various 

attacks. Furthermore, the nature of data 

is highly personal and confidential that 

is being carried out through Internet. 

Furthermore, since the scope of IoT is 

very broad and as it consists of 

application domains like healthcare, 

home automation, etc. that involves the 

huge amount of personal data which 

must be safeguarded from 

unauthorized accesses. The inclusion 

of the WSN components further adds 

vulnerability for various attacks like 

MITM, snooping, malware injection, 

DDOS, etc. This demands the existence 

and implementation of appropriate 

security mechanism for authentication, 

authorization, and access control. The 

lightweight cryptographic techniques 

can be used for ensuring confidentiality 
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and integrity of the data. Hence, 

appropriate security and privacy 

mechanisms are must for proper 

functioning of the overall framework. 

[13] 

 Unique Identification of Nodes: As the 

demand for number of devices is 

increasing gradually day by day, the 

IPv4 addressing scheme is not a viable 

option to address this issue. An 

alternative to this is to adopt IPv6 that 

is able to support vast number of nodes 

or objects that can form the global IoT 

framework. 

 Energy Considerations: The IoT nodes 

and devices are highly power 

constrained. Thus, there is a need to 

work on aspects like energy efficient 

and green power harvesting 

alternatives in order to avoid frequent 

recharging of the devices.[3], [11] [14], 

[15] 
 

Conclusion 
This paper presented an overview of IoT, 

its elements, types of IoTs. Furthermore, 

researchers described various IoT 

architectures, various cloud platforms and 

operating systems in the support of this 

technology. The paper identified the 

essential components of IoT. At last, the 

issues and challenges were discussed that 

needs to be addressed for the successful 

implementation and proliferation of this 

technology. 
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Abstract: The current world is run by technology and network connections, it is crucial to know what cyber security is and 

how effectively it is used in real life scenario.  Cryptography is one of the oldest and most widely used tool for safeguarding 

IT assets. Cyber attacks are increasing day by day, prevention of  data  from getting theft is the today’s need. Cyber security 

is one of the remedies to alleviate cybercrimes [1]. It’s subset is cryptography which support and provides powerful design 

algorithms, ciphers and security measures, that usually involved codify and keep company and customer data protected. 

Basically the aims is to reduce the risk of cyber attacks and protect against the unauthorized exploitation of systems, 

networks and technologies. Modern cryptographic techniques significantly incorporate and contribute towards today's 

accelerated cyber security needs. This literature includes types of cyber attacks, cryptography attacks and its preventive 

measures. Finally it is concluded that if organizations deploy cryptography as one of the means of cyber security, the systems 

will be more secure[10]. 

 
Keywords: Cyber attacks, cyber security, cryptography, cybercrime, Threats,authenticated,active and passive attacks,Blowfish. 

 

1) Introduction 

With the growth in internet users, the growth in 

cyber-crimes can also be seen. Cyber-crime can 

be done primarily by utilizing the technique of 

hacking. Hacking is the method in which the 

criminals get access to the victim’s system 

without their knowledge. All the persons who use 

internet and especially those make money 

transactions through internet be careful with the 

cyber criminals. [7]Cryptography is essential to 

many models of cyber security. It applies 

algorithms to shuffle the bits that represent data 

in such a way that only authorized users can 

unshuffle them through Cryptographic 

algorithms which uses mathematics to achieve 

effective shuffling to obtain original data. 

The Cryptography is an art of hiding data or 

information from unauthorized users. This study 

focuses on Blowfish symmetric encryption. 

Blowfish supports secure user authentication for 

remote access and used by many popular 

products. 

2)  Cryptography attacks 

A cryptographic attack is a method used by 

hackers to target cryptographic solutions like 

ciphertext, encryption keys, etc. These attacks 

aim to retrieve the plaintext from the ciphertext or 

decode the encrypted data. Hackers may attempt 

to bypass the security of a cryptographic system 

by discovering weaknesses and flaws in 

cryptography techniques, cryptographic protocol, 

encryption algorithms or key management 

strategy[8]. 
 

Passive attacks: Passive cryptography attacks 

intend to obtain unauthorized access to sensitive 

data or information by intercepting or 

eavesdropping on general communication. In this 

situation, the data and the communication remain 

intact and are not tampered with. The attacker 

only gains access to the data[15]. 
 

Active attacks: On the other hand, active 

cryptography attacks involve some kind of 

modification of the data or communication. In 

this case, the attacker not only gains access to the 

data but also tampers with it. 

 

3) Types of cryptography attacks 
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Depending on the type of cryptographic system in 

place and the information available to the 

attacker, these attacks can be broadly classified 

into the following  

 Ciphertext-only attack 

In this attack vector, the attacker gains access to a 

collection of ciphertext. Although the attacker 

cannot access the plaintext, they can successfully 

determine the ciphertext from the collection. 

Through this attack technique, the attacker can 

occasionally determine the key. 

 Chosen plaintext attack 

In this attack model, the cybercriminal can choose 

arbitrary plaintext data to obtain the ciphertext. It 

simplifies the attacker's task of resolving the 

encryption key. One well-known example of this 

type of attack is the differential cryptanalysis 

performed on block ciphers[3]. 

 Chosen ciphertext attack 

In this attack model, the cybercriminal analyzes a 

chosen ciphertext corresponding to its plaintext. 

The attacker tries to obtain a secret key or the 

details about the system. By analyzing the chosen 

ciphertext and relating it to the plaintext, the 

attacker attempts to guess the key. Older versions 

of RSA encryption were prone to this attack. 

 Known plaintext attack 

In this attack technique, the cybercriminal finds 

or knows the plaintext of some portions of the 

ciphertext using information gathering 

techniques. Linear cryptanalysis in block cipher 

is one such example. 
 Key and algorithm attack  

Here, the attacker tries to recover the key used to 

encrypt or decrypt the data by analyzing the 

cryptographic algorithm[15].  

Preventing cryptography attacks To prevent 

cryptography attacks, it is essential to have a 

strong cryptographic system in place. Some of the 

ways to achieve this are: 

i)Regularly update the cryptographic algorithms 

and protocols to ensure they are not obsolete. 

ii) Ensure that the data is appropriately encrypted 

so that even if it falls into the wrong hands, it will 

be unreadable. 

iii) Use strong and unique keys for encryption. 

iv) Store the keys in a secure location. 

v) Ensure that the cryptographic system is 

implemented correctly. 

vi) Regularly test the system for vulnerabilities. 

vii)Educate employees about cryptography 

attacks and how to prevent them. 

4) Top Security Threats 

 

      Fig 1: Types of Cyber Security Threats 

i) Malware: The most common cyberattack 

is malicious software, more commonly 

known as malware. Malware includes 

spyware, ransomware, backdoors, trojans, 

viruses and worms[6]. 

a) Spyware is software that allows attackers 

to obtain information about your computer 

activities by transmitting data covertly from 

your hard drive[9]. 

b) Ransomware is designed to encrypt files 

on a device, rendering any files (and the 

systems that rely on them) unusable. Usually, 

malicious actors demand a cash ransom in 

exchange for decryption. 
c) A backdoor circumvents routine 

authentication procedures to access a system. 

This gives the attacker remote access to resources 

within an application, such as databases and file 

servers and allows malicious actors to issue 

system commands and update malware remotely. 
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d) Trojans are malware or code that acts as a 

legitimate application or file to trick you into 

loading and executing the malware on your 

device. A trojan’s goal is to damage or steal your 

organization’s data or inflict some other harm on 

your network[4]. 

e) A computer virus is a malicious piece of 

computer code designed to spread from device to 

device. These self-copying threats are usually 

intended to damage a machine or steal data[11]. 

f) Worms are malware that spreads copies of 

themselves from computer to computer without 

human interaction and do not need to attach 

themselves to a software program to cause 

damage. 

Malware is usually installed into the system when 

the user opens a malicious link or email. Once 

installed, malware can block access to critical 

components of your network, damage your 

system and export confidential information to 

destinations unknown. 

 

ii) Phishing: Phishing is a type of social 

engineering that attempts to trick users into 

giving up sensitive data such as usernames and 

passwords, bank account information, Social 

Security numbers and credit card data. 

Typically, hackers send out phishing emails that 

seem to come from trusted senders such as 

PayPal, eBay, financial institutions or friends and 

co-workers.  

The bogus messages try to get users to click on 

links in the emails, which will direct the users to 

fraudulent websites that ask for personal 

information or install malware on their devices. 

Opening attachments sent via phishing emails can 

also malware or allow hackers to control your 

devices remotely. 

 

iii) Man-in-the-Middle (MITM) Attacks: 

These attacks occur when malicious attacker 

insert themselves into the middle of a two-party             

communication. Once the attacker intercepts the 

incoming message, he or she filters and 

steals sensitive information and then returns 

different responses to the original user. 

Sometimes malicious attackers set up fake wi-fi 

networks or install malware on users’ computers 

or networks. Also called[12] eavesdropping 

attacks, MITM attacks aim to gain access to 

business or customer data. 

 

iv) Distributed Denial of Service (DDoS): A 

DDoS attack aims to take down a company’s 

website by overwhelming its servers with 

requests. It’s analogous to calling a company’s 

phone number constantly, so that legitimate 

callers only get a busy signal and never get 

through.In this attack, requests come from 

hundreds or thousands of IP addresses that have 

probably also been compromised and tricked into 

continuously requesting a company’s website.A 

DDoS attack can overload your servers, slowing 

them down significantly or temporarily taking 

them offline. These shutdowns prevent customers 

from accessing your website and completing 

orders[5]. 

 

v) Structured Query Language (SQL) 

injection: SQL injection attacks occur when 

cybercriminals attempt to access databases by 

uploading malicious SQL scripts. Once 

successful, the malicious actor can view, change 

or delete data stored in the SQL database. 

 

vi) Brute force attack:Public and private keys 

play a significant role in encrypting and 

decrypting the data in a cryptographic system. In 

a brute force attack, the cybercriminal tries 

various private keys to decipher an encrypted 

message or data. If the key size is 8-bit, the 

possible keys will be 256 (i.e., 28). The 

cybercriminal must know the algorithm to try all 

the 256 possible keys in this attack technique[9]. 

 

vii) Domain Name System (DNS) attack:  

A DNS attack is a cyberattack where 

cybercriminals exploit vulnerabilities in the DNS. 

[12]The attackers leverage the DNS 

vulnerabilities to divert site visitors to malicious 

pages i.e DNS hijacking and exfiltrate data from 

compromised systems i.e DNS tunneling. 

 

 

5) Different types of Blowfish products 
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Password Management: Blowfish has been 

used in a variety of password management 

tools to both create passwords and encrypt 

saved passwords. Examples of password 

management tools using Blowfish include: 

 Access Manager 

 Java Password Safe 

 Web Confidential 

File/Disk Encryption: Software that 

encrypts files or disks is extremely common 

today as so many organizations have 

sensitive data they need to keep secure. This 

software must be straightforward for use by 

companies and quick to finish the encryption 

process. Thus, Blowfish is utilized in these 

encryption systems often in products such as: 

 GnuPG 

 Bcrypt 

 CryptoForge 

Backup Tools: Software that backs up vital 

infrastructure in an organization must have 

the ability to encrypt information in those 

backups. This is in case the backup contains  

sensitive information. Backup systems that 

use Blowfish are[14]. 

 

 Symantec NetBackup 

 Backup for Workgroups 

Email Encryption:[14] Encryption for 

emails is extremely important on any device. 

Different IOS, Linux  and Windows software 

all use Blowfish for email encryption. 

Examples: 

 A-Lock 

 SecuMail 

Operating System Examples: 

 Linux 

 OpenBSD 

Secure Shell (SSH): Secure Shell is used to 

remotely access computer networks while 

authenticating the user through the use of 

encryption methods like Blowfish. 

Examples: 

 OpenSSH 

 PuTTY 

The key schedule of Blowfish takes a long 

time, but this can be advantageous, as brute 

force attacks are more difficult. The results 

shown in (IJCNIS)[2] that Blowfish 

algorithm is the fastest in terms of encryption. 

Comparison of some symmetric algorithms 

are shown in Table1. 

 

6) Conclusion 

Cryptography make sure that the original data is 

not manipulated during any transmission but the 

cryptographic attack is a method used by hackers 

to target cryptographic solutions[1]. 

This literature includes preventive measures of  

cryptographic attacks,[9]types of cyber security 

threats and inculcate symmetric solutions against 

it through algorithms.  

 
 

 

 

Symmetric Algorithms DES 3DES AES Blowfish 

Year of use 1970 by IBM and 

Published in 1977. 

1978 by IBM 2001 by Vincent 

Rijmen, Joan Daeman 

1993 by Bruce 

Schneier 

 

Key length 64 (56 usable) 

bits 

168,112 

bits 

128,192, 256 

bits 

32-448 bits 

No.of rounds 16 48 10,12,14 16 

Block size 64 bits 64 bits 18 bits 64 bits 
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Attacks found Exclusive Key 

search, Linear 

cryptanalysis, 

Differential analysis 

Related Key attack Key recovery attack, 

Side channel  attack 

 

No attack is found to 

be successful against 

blowfish. 

Security level Adequate security 

 

Adequate security 

 

Excellent security No attack is found to 

be successful against 

blowfish[13]. 

 

Table 1: Comparison of symmetric algorithms based on found attacks and security level

Blowfish is used by many popular products such 

as Password Management, File/Disk Encryption, 
Backup Tools and Email Encryption. Many social 

media platforms and e-commerce websites also 

use Blowfish to protect user data. 

 Study inspect that if any organizations deploy 

cryptography means of cyber security, the 

systems will be more secure. 
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Abstract: As globalization progresses Firms are becoming more international, they are becoming more 

marketable and storable. Firms becomes more internationalization as they sell and acquire items from both 

the sources inside and outside their area. Innovative technology enable digital marketing which has made life 

easier for everyone because goods and services are now available to everyone, regardless of where they are 

currently dwelling. If we look attentively, we can discover that worldwide marketing has actually made our 

purchase patterns more diverse and richer than in the past. Our daily activities and consumption patterns 

have been reorganized/redefined as a result of multinational product selling/production. In terms of market 

dynamics, India has been at the epic center of all this churning and seismic upheaval. The worldwide digital 

marketing phenomena benefits not only customers, but also businesses. When it comes to different areas and 

countries throughout the world, digital marketing has many dynamics.  

Keywords: Innovative Technologies, Strategies, Marketing, Multinational Companies, Globalization, 

Growth, 

 

1. Introduction 
  In the present scenario of 

globalization, Indian Multinational 

Companies (MNC’s) has much potential to 

take the correct benefit of the economic 

world. The MNC’s play vital role in growth 

of capitalization in an around the country 

beyond its limitation. MNC’s directly 

influence the Foreign Direct Investment 

(FDI) and capital market where company 

plant to grow. MNC’s operate its business 

practices in several countries under the 

management of corporate office and head 

office at regional level. The most notable 

features of MNC’s are not only 

technological production but also 

managerial services with other vital 

business practices. 

  The world’s earliest MNC’s was 

aroused in 1602: “Dutch East India” later 

called as “The East India Company” in 

1660, founded by the Britishers, While 

other examples are the “Swedish Africa 

Company”, founded in 1649 and the 

“Hudson’s Bay Company”, which was 

incorporated in the 17th century. This 

establishment of different companies starts 

corporate level competitive 

interdependence with global corporate 

activities which was gradually becoming a 

significant element in the world economy. 

Marketing strategies has played a vital in 

the development and growth of Indian 

MNCs. Now a days every companies 

aggressively used promotional activity for 

introduction of their product in the market 

however they tried to reach each and every 

corner of the world. This competition 

largely affects by the MNC’s that hammer 

the world economy which controlled by 

Triad nations (Western Europe, North 

America and Japan). They managed most 

of their activities in their home countries 

and other developed nations. Recent 

statistics shows that MNC’s have 

considerably accelerated the geographic 

diversification of their activities, namely in 

emerging economic countries like India. 

Because, India has most valuable fastest 

growing economy in the world. The Indian 

policies towards MNC’s have also played a 

vital role in catching the attention of the 

multinational companies in India. After the 

introduction of restrictive trade policies in 

terms of FDI, lesser number of companies 

have interest in capitalizing in Indian 

market. However, the scenario has been 

changed during the economic liberalization 

of the country especially after 1991.  
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   From that day; Government takes 

efforts to attract foreign reserves by 

relaxing many of its restrictive trade 

policies. The industrial policy of 

liberalization, globalization and 

privatization recognized the role of private 

foreign capital has been valuable for rapid 

development of the Indian economy. As a 

result, a number of MNC’s have attention 

in India. This extends a wide scope to 

nurture profit for MNC’s to flourish here 

because, India has wide market for 

different products and services due to 

increasing population with varying 

consumer taste. 

  The economic progressive country 

like India it is most important to have 

multiple management and marketing 

strategies which will enhance opportunity 

to earn more profit. Every MNC’s should 

focus on their strength, weakness and 

desire to stable in the competitive trade. 

Most of the MNC’s concentrate on 

Innovation strategy as well as strategic 

alliance for a foreign market penetration in 

order to successful. MNC’s are mostly 

affected by various Business laws, 

Competition Act for a particular region. 

The use of local language, different lobby 

groups, political interference that influence 

the current legislation ultimately create 

negative impact on strategies of MNC’s. In 

order to survive in trade competiveness, 

MNC’s should create Value Added 

Services better than its competitors. The 

Successful strategies of MNC’s will 

produce multidimensional flexibility which 

formulates more efficient way to adopt 

flexible decisions and dominate the global 

economic market. 

2. Review of Literature 
Opara & Didia (2018) Multinational 

Companies (MNC’s) are popularly known 

for worldwide efficient mechanism for the 

international economic advantage. In this 

view MNC’s are able to create flexible 

network which spread over multi-location 

data inputs. 

 Gupta & Qiu (2013) the need of efficient 

uses of economic resources derives from 

the increasing globalization of industries. 

The challenges surrounding that pressurize 

the companies to expand into global 

market. Global market creates new 

opportunities via new customers, 

competitors, stakeholders and corporate 

practices. These opportunities also create 

some challenges to survive the MNC’s. To 

proper well-being of MNC’s, each and 

every individual company must share their 

technological based knowledge. But infact 

each MNC’s never interested to share 

“knowledge transfer” because it is the part 

and parcel of their hidden strategy. 

Government of India (2009) in 1991, 

India changed its policy focus to 

liberalization and globalization of the 

economy, and agree the raising of capital 

for expansion. The shift moved the Indian 

economy from a GDP growth trajectory of 

3-4 percent annually to 6-9 percent 

annually. The new policy conceived 

transnational initiatives as key to the 

development of a globally competitive 

“India Inc.”, particularly through the 

alliances with the industrialized nations. 

3. Aim and Objectives of Research 
 1.  To study the various marketing 

strategies of Indian MNC’s. 

 2. To study the various management 

strategies of Indian MNC’s. 

 3. To analyze the innovative technologies 

in Indian MNCs.    

4. Research Methodology 
  Research is a methodical and 

scientific study that clarifies the 

perspective of the aim and objectives. It is 

a journey from the unknown to the known, 

with the goal of enlightening and enriching 

our systematic knowledge. The research 

design based on existing primary and 

secondary data found in books, journals, 

articles, and research papers, as well as on 

the internet. 

5. Hypothesis of the Study 
H1. There is a significance of the Marketing 

strategies for the development of      Indian 

MNC’s.  

H2. There is a significance of the 

Management strategies for the 

development of      Indian MNC’s. 

6. Scope of the Study 
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The Indian market has become a 

priority for large business organisation like 

MNCs and Joint venture, which are 

constantly developing ways to increase 

their footprint in India. MNCs have played 

a significant role in the country's economic 

growth and development, leveraging 

improved ease of doing business and a 

more liberalized regulatory framework. 

The Indian government, for its part, has 

continually worked to improve the 

legislative and regulatory climate for 

multinational corporations. Recognizing 

the importance of MNCs, it has facilitated 

and expanded their participation in the 

Indian economy, and it continues to do so. 

The government has reduced business tax 

rates and liberalized Foreign Direct 

Investment (FDI) rules and norms, among 

other things. 

7. Marketing strategies of Indian 

MNCs 

 A number of multinational 

companies are entering India, which is one 

of the world's fastest expanding and most 

competitive marketplaces, as a result of 

increased in globalization and international 

trade. Though the majority of global 

corporations failed to comprehend the 

needs of Indian consumers as well as 

market features, a few have been successful 

in establishing their brands in the Indian 

market because they make an effort to 

understand the needs of the target group 

before launching a brand. Companies must 

shift their focus from developing global 

plans for the general market to developing 

strategies that adapt to the local market 

conditions in India in today's scenario for 

any global brand to succeed in Indian 

marketplaces. Global companies doing 

business in India should strive to be as local 

as possible by transforming themselves into 

global brands, or being global at heart. 

Companies can achieve these goals by 

using local manufacturing, producing 

Indianite variants of their products to cater 

to local tastes, using local celebrities as 

brand ambassadors, and addressing the 

issue of price sensitivity among Indian 

consumers by launching value-for-money 

products that are affordable to the masses, 

as well as forming long-term relationships 

with market intermediaries and instilling 

confidence in them. Indian MNCs are in a 

better place to take the advantage of all this 

and become giant corporation in the world. 

Following are some strategies used by 

Indian MNCs. 

7.1. Paid advertising 
Marketers pay fees to the owner of 

ad space to use of such space with 

sponsored advertising. A bidding 

procedure between advertisers and ad space 

owners is frequently used to determine the 

price paid for ad space. Pay-per-click 

(PPC), pay-per-impression (PPI), and 

display ads are just some of the options. 

7.2. Cause marketing 
A collaboration between a for-

profit company and a nonprofit 

organisation for a common cause is known 

as cause marketing. Cause marketing can 

also refer to for-profit companies' social or 

charitable campaigns. Typically, a 

company's corporate social responsibility 

will be boosted by its affiliation with a 

nonprofit. In exchange for their moral 

contributions to the collaboration, the 

nonprofit raises exposure for their cause. 

7.3. Relationship marketing 
Personalized marketing methods 

have replaced mass marketing programmes 

in today's business world. Customers are 

more satisfied when you provide them 

exactly what they want and keep in touch 

with them. Relationship marketing differs 

from traditional marketing in that the 

former places a greater emphasis on 

customer retention and satisfaction, which 

leads to long-term relationships and repeat 

sales, whereas the latter places a greater 

emphasis on customer acquisition and one-

time sales, with little emphasis on building 

relationships. 

7.4. Undercover marketing 
Undercover marketing aims to 

influence purchasing decisions without 

revealing the manipulation to the customer. 

These strategies, sometimes known as 

buzz, guerilla marketing, or stealth 

marketing, come in four different flavor’s: 

Actors known as ad spies and leaners are 
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paid to persuade consumers to buy or 

discuss a product. Advertising firms also 

use product placement and video releases, 

which are similar to traditional broadcast 

broadcasts, to get their ideas across. Critics 

are concerned about these tendencies, 

describing clandestine marketing as 

manipulative and dishonest. 

7.5. Word of mouth 
Word-of-mouth marketing occurs 

when a customer's interest in a company's 

product or service is replicated in their 

everyday discussions (WOM marketing). 

In essence, it's a form of free advertising 

driven by positive customer experiences—

usually something that goes above and 

beyond their expectations. Companies may 

boost word-of-mouth marketing by 

launching various public relations efforts or 

offering consumer-to-consumer and 

consumer-to-marketer communication 

options. Buzz, viral, blog, and social media 

marketing are all examples of WOM 

marketing, sometimes known as "word-of-

mouth advertising." 

7.6. Transactional marketing 
The term "transactional marketing" 

refers to a marketing approach that focuses 

on single point and also known as "point of 

sale" transactions. Rather than creating a 

relationship with the buyer, the emphasis is 

on increasing the efficiency and number of 

individual sales. 

7.7. Diversity marketing 
It is technique that recognizes 

distinctions among target market segments, 

such as age, gender, handicap, religion, 

ethnicity, and sexual identity. Multicultural 

marketing, in particular, refers to a 

marketing approach that takes into account 

a target market's cultural and ethnic 

differences. Successful inclusive marketing 

efforts strive to defy advertising stereo 

types by highlighting persons or groups 

who may be under represented or 

misrepresented in the media. Accurate 

portrayal allows your target consumers to 

feel seen, heard, and understood, allowing 

them to trust your brand and identify with 

your products on a personal level. 

8. Management strategies of Indian 

MNCs 
 Indian enterprises should on the 

native market in their efforts to globalize 

their company and products. Indian 

enterprises must work hard to prosper in the 

international market while simultaneously 

maintaining their home market position. 

Governments have a significant influence 

in corporate internationalization. 

Devaluing the currency, deregulating 

sectors, promoting mergers and 

acquisitions, investing in research, and 

offering tax incentives are all ways the 

government may help businesses become 

more competitive. It should consistently 

spend in research, education, and training 

to improve human resources. To mitigate 

these risks, organizations’ top management 

must assure two things: skilled employees 

in foreign divisions must be hired, and 

organizational resources must be made 

available to all international divisions. The 

key to accessing overseas markets is to 

have fundamental capabilities in 

marketing, sales, and distribution. While 

manufacturing firms require a dependable 

supply network, service firms must be 

connected to their customers. These 

abilities can be developed in-house or 

acquired from other businesses in India.  

Following are the Management strategies 

used by Indian MNCs 

8.1. Educational and Training Policy 

 In addition to the targeted 

development of indirect labour 

employment, the electronics 

multinationals' innovative production 

models have necessitated significant 

qualification in the direct production arena. 

Operators entering the workforce now 

require at least twelve years of schooling, 

according to all of the managers we spoke 

with. All organisations place a premium on 

candidates' ability to communicate 

effectively in English and maths. Workers 

managing computer-controlled mechanical 

assembly processes in chip plants must 

have a fundamental understanding of the 

technological relationships involved, as 

well as the programmes utilised and 
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statistical approaches. New personnel are 

put through a training programme that lasts 

anything from three days to a week and 

ends with a test in practically every factory. 

They must pass this test in order to be 

offered a permanent position. This is 

followed by three months of on-the-job 

training in all of the companies. The 

management has a systematic goal of 

expanding and raising the credentials of the 

production employees by providing both 

internal and external further training 

courses, as well as prospects for 

advancement within the firm. The firm's 

educational and training programme 

priorities multitasking with multi-skilled 

employees. 

8.2. Work Organization and Wage 

Policy 
 The India Wage Report is 

structured similarly to the International 

Labour Organization (ILO) Global Wage 

Report. Part I presents a broad overview of 

recent salary changes. It examines the 

sectorial and structural structure of 

employment and exposes pay disparities 

among employees depending on these 

categories. It also includes a description of 

the Indian economy's dualistic nature - 

structured and disorganized, or formal and 

informal. Although there is an increasing 

tendency to hire casual and contract 

employees on short-term or fixed-term 

contracts, the organized sector is mostly 

made up of regular workers. The 

regular/salaried and informal tendencies 

are also analyzed from various angles (for 

example, location or gender). It also gives 

an overview of the functional income 

distribution, with an emphasis on the labour 

income share. 

8.3. Labour Management Relations 
The prior official protection of the 

electronics industry from trade union 

activity is quickly dissolving, owing only to 

the pressured labour market scenario. It has 

only been a little more than two years since 

electronics employees gained the right to 

join a trade union, at least on paper. 

8.4. Procurement Strategies 

 The process of generating 

alignment and consistency of action that 

defines the long-term objectives and 

overarching plan or course of action 

through which the procurement department 

performs its mandate is known as strategic 

procurement (Kocabasoglu, 2002). 

According to Soellner (1999), procurement 

strategy may be defined as establishing 

overall cost leadership, placing the business 

advantageously in the value chain, and 

developing development prospects in order 

to get value for money through spend 

analysis. Correctly staffing the role, 

proactive use of technology, collaborative 

strategic sourcing, defined levels of 

control, and social responsibility and 

sustainability are all examples of solutions 

that may be used. 

8.5. Subcontracting 
 Outsourcing is a long-standing 

practice that began with the growth of the 

industrial industry. Offshore outsourcing 

has only been around since the 1960s, when 

it was introduced alongside the 

development of multinational corporations 

(MNCs) and worldwide subcontracting. It's 

important to remember that throughout this 

text, outsourcing will refer to offshore 

outsourcing. The most recent development 

is offshore outsourcing, which has been 

fueled by globalization of the world 

economy over the last two decades, as well 

as heated discussions in the economic 

literature. Because outsourcing is seen to be 

a component of globalization, it must be 

tied to a new MNC strategy – their "global 

strategy" (Dunning, 1993; Andreff, 1996a; 

Yip, 1997) – that is closely related to the 

whole globalization process. Relationships 

between outsourcing and outsourcing 

8.6. Sales and Product Policy 

  A sales policy is a methodical 

approach to designing, organizing, and 

monitoring the different actions that affect 

a company's sales. The goal of such policies 

is to provide clear directions for business 

initiatives to improve customer happiness 

while also increasing profitability and 

competitiveness. 
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A manufacturing company must devise 

sales procedures that address: 

a) Product Policies define the items that 

will be available for sale. 

b) Distribution Policies define the types of 

clients to whom the products will be 

marketed. 

c) Pricing Policies, or the pricing at which 

things will be offered; and  

d) Promotional Policies, or the promotional 

strategies used to sell products. 

9. Significance of Innovative 

Technologies in Marketing and 

Management Strategies 
The process of promoting and 

selling goods and services with innovative 

technology to customers all over the world 

is known as digital marketing. It is 

sometimes referred to as global online 

marketing since it enables businesses, even 

those with a smaller customer base, to grow 

into new markets through the internet, 

global distribution, and aggressive pricing. 

The benefit of online marketing for your 

company is that it engages consumers and 

helps them decide whether to purchase your 

goods or services. A marketing strategy, 

which is a component of your business 

plan, also aids in establishing and 

sustaining demand, relevance, reputation, 

competition, etc. It may therefore be a little 

challenging to manage and run a successful 

business in today's world without 

understanding the importance of 

marketing, given the important role that 

marketing plays in making your firm a 

tremendous success. 

10. Conclusion, Findings and 

Suggestion 
  In terms of digital marketing 

strategy, marketing strategy must be 

integrated into a global business plan. 

When client demands are universal, when 

there are worldwide customers and 

channels, and when marketing is 

internationally transferable, a global 

strategy will be acceptable. Furthermore, 

cost factors are likely to favour a global 

marketing strategy by allowing for 

economies of size and breadth. Worldwide 

marketing also provides competitive 

benefits, such as through global branding. 

Yip did not support a global marketing 

approach in every aspect, but rather one 

that is global when obvious benefits exist 

and local where necessary: As a result, 

global marketing does not imply slavish 

devotion to all marketing aspects for its 

own sake, but a unique, worldwide 

approach to designing marketing strategy 

and programmes that balances flexibility 

and consistency. In essence, a transnational 

marketing strategy is concerned with the 

development of a plan that is global in 

scope and coordinated internationally. The 

degree to which each part of the plan is 

globalized will be determined by the 

organization's international strategy and the 

relative benefits of globalization vs 

localization depending on criteria such as 

consumer requirements. 
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Abstract: Cloud computing is a distributed internet based service which has been used by large group of 

users remotely with the networked servers. It provides storage of data and online access to services and 

resources from cloud service providers. Performance of cloud service providers depends on the efficiency of 

its resource provisioning and load balancing. Efficient cloud resource management can be achieved by various 

load balancing policies which handles the incoming workload on cloud service providers. Load balancing is 

used to maximize throughput, minimizing the response time and cost which improves resource utilization, 

performance, energy saving etc., in cloud environment. In cloud computing load balancing tasks remains an 

essential problem of allocating resources from a data centre and to ensure that each virtual machine has a 

balanced load to achieve maximum utilization of its capabilities. The paper depicts the comparative analysis 

of various load balancing techniques used in cloud environment to adaptively learn the loads by observing 

the traffic flow. 

Keywords: Cloud Computing, Load Balancing, Resource Provisioning 

 

1. Introduction 

In today’s Internet age cloud computing 

plays a major role for large growth of 

information that needs to be stored and 

managed. A lot of people use different cloud 

computing services in their daily life and 

they get quick response from these services. 

Most of the users are unaware of the long 

process that works behind the system. This 

process involves the distribution of multiple 

client requests over the multiple servers to 

access the cloud services. The cloud service 

provider offers proper resource provisioning 

of the information and allow different users 

to access these cloud services with the help 

of internet. When the traffic on the cloud 

service increases, the load on the servers 

also increases. Thus to fulfil the high volume 

data user requests efficient load balancing 

techniques are used[1]. 

The main role of load balancing in cloud 

service provider is to efficiently assigning 

task to the cloud nodes such that the 

response time of the requests should be 

minimal and request processing is done 

efficiently which prevents any single server 

from getting overloaded and possibly 

breaking down. Load balancing must take 

into account two major tasks, one is the 

resource provisioning and other is task 

scheduling in distributed environment[2]. 

 

 

 

 

 

 

 

 

 

 

Fig 1: Load balancing architecture in Cloud 

Computing Source :( Compiled by 
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This section introduces a review of recent 

literature associated with load balancing 

mechanisms in cloud computing. 

 Abhishek Kumar Tiwari et al.(2016) A 

Review of Load Balancing Technique of 

Cloud Computing Using Swarm Intelligence 

depicted that the proper management of load 

balancing improves the efficiency of 

throughput. Swarm intelligence plays an 

important role in load balancing technique 

[3]. 

 Muhammad Asim Shahid et al.(2017) 

A comprehensive study of load balancing 

approaches in the cloud computing 

environment and a novel fault tolerance 

approach described the numerous 

algorithms for load balancing & their static 

load balancing algorithm, dynamic load 

balancing algorithm & dynamic nature 

inspired load balancing algorithm types[4]. 

 Vartika Krishna and Abhishek 

Swaroop(2017) Review on Load 

Balancing in cloud computing described  

number of algorithm in static and dynamic 

types. So the comparison of these 

algorithms shows that the ant colony gives 

better result than other [5]. 

 

 Shahbaz Afzal et al.(2019) Load 

balancing in cloud computing – A 

hierarchical taxonomical classification 

presents a comparative study on load 

balancing approaches in reviewed articles. 

The problem of load unbalancing in cloud 

computing was discussed along with 

driving factors that lead to this problem 

[6]. 

 Ankita Jaiswal et al. (2020) Load 

balancing algorithms for cloud computing 

environment described different types of 

load balancing algorithms and simulation 

tools for the cloud environment [7]. 

 Dalia Abdulkareem Shafiq et al. 
(2021) Load balancing techniques in 

cloud computing environment: A review 

depicted that workload distribution and 

resource utilization plays an important 

role in load balancing mechanism [8]. 

 Bayan A. Al Amal Murayki Alruwaili 

et al.(2021) Proposing a Load Balancing 

Algorithm For Cloud Computing 

Applications proposed the priority-based 

algorithm withthe aim of improving 

performance and load balancing by 

studying the priority of each task and 

arranging them basedon the deadline to 

enhance and improve the response time[9]. 

 Yelchuri VenkataSai Harsha et al. 

(2021) Load Balancing in Cloud 

Computing gives an outline of load 

balancing, its advantages, need and 

obstacles and discusses several existing 

methods for load balancing [10]. 

 Vahid Mohammadian et al. (2021) 

Fault-Tolerant Load Balancing in Cloud 

Computing: A Systematic Literature 

Review states that the dynamic methods 

effectively handle the users' requests with 

dynamic procedures and provide better 

performance compared to static methods, 

developing an algorithm for the dynamic 

cloud environment is a challenging matter 

[11]. 

 Dalia Abdulkareem Shafiq et al. (2021) 

Machine Learning Approaches for Load 

Balancing in Cloud Computing Services 

introduced various Machine Learning 

approaches to address challenges such as 

Load Balancing and Task scheduling in the 

cloud computing domain. Using 

appropriate classifiers and algorithms, a 

high-end model can be proposed 

addressing such challenges [12]. 

 

3.  Classification of Load balancing 

Algorithms 

Load balancing techniques can be applied in 

two ways static and dynamic. The static 

algorithms are useful in stable environment 

because they do not need to monitor the 

resources during runtime. On the other hand, 

the dynamic algorithms continuously 

monitor the resource which offers a much 

better solution than to adjust the load 

dynamically at runtime [13]. 

3.1 Static Environment 

3.1.1 Min-min: Min-min is a static load 

balancing algorithm where the tasks are 

arranged in order of their length and the 

completion time. The tasks are selected in 

order of their minimum completion time. 

The task with minimum completion time is 
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selected first then next task selected in that 

order [5]. 

3.1.2 Max-min: This method is very similar 

to the min-min algorithm but in this 

algorithm tasks are arranged according to 

their maximum completion time. The task 

with maximum completion time is assigned 

first and other tasks wait till the execution of 

that task completes [7].  

3.1.3 Round Robin: Round Robin is the 

method of assigning multiple tasks to nodes. 

It uses the circular fashion to assign tasks to 

the virtual machine. If n tasks are need to 

process then the processes will be assigned 

depending upon their arrival of request. The 

main disadvantage of this method is that 

some nodes can remain under loaded due to 

their high computing power than other nodes 

which have low computing power [5].  

3.1.4 Weighted Round Robin: This 

algorithm is developed to overcome the 

drawbacks of round robin algorithm. In this 

method weights are assigned to the servers 

according to their load handling capacity. 

This algorithm helps to maintain the load on 

the server as well as their capacity. If two 

tasks are assigned to two different servers 

then the third task will be allocated to the 

higher weightage server [8].  

3.1.5 Opportunistic Load Balancing: In 

this algorithm, it keeps all the servers busy 

and never considers the load of the task 

which is currently running on the server. It 

randomly allocated another task to server 

besides the currently running tasks [7].  

3.1.6 Least Connection: In this algorithm it 

considers currently running tasks 

.According to which other tasks are 

assigned, these lead to the least number of 

active sessions in current time [8].  

 

Figure 2: Types of Load Balancing 

Algorithm Source: (Compiled by 

Researcher) 

3.2 Dynamic Environment 
3.2.1 Honey bee foraging: This algorithm 

is derived from the concept of honey bee’s 

behaviour of how they search for food and 

reap food. This technique is used in load 

balancing to inform the under loaded and 

overloaded Virtual Machines. The tasks 

from the overloaded virtual machines are 

shifted to the under loaded virtual machines. 

Whenever a high priority task has to be 

submitted to other Virtual Machines, it 

should consider the Virtual Machine that has 

a minimum number of high priority tasks so 

that the particular task will be executed at 

the earliest [8].  

3.2.2 Particle Swarm Optimization 

Algorithm: Particle Swarm Optimization is 

type of a meta-heuristics method which is 

very similar to the swarm intelligence 

optimization algorithms. It is a self-adaptive 

global search based optimization technique. 

This algorithm is similar to other 

population-based algorithms but there is no 

direct recombination of individuals of the 

population. This algorithms main focus is on 

reducing the total cost of computation of an 

application on the cloud computing 

environment [7].  

3.2.3 Heuristic Algorithm: Heuristic 

algorithms work in a faster and efficient way 

than the traditional algorithm and designed 

to solve various decision problems such as 

travelling salesman problem. The same 

mechanism is used to allocate virtual 

machines to multiple client requests in a 

specific distance[7].  

3.2.4 Ant colony optimization: This 

technique is inspired by the behaviour of 

ants in searching the optimal paths from the 

source to food. They all work together and 

search new sources of food while some ants 

parallel works on shifting food from source 

to nest. Many researchers are inspired by 

this behaviour of ants and use that technique 

to solve real life problems in different field’s 

.In this method, a table of a node is 

maintained and an ant updates the entries of 

the node from source to destination. The 
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other routing ants reference the table and 

calls that have it as their destination[5].  

3.2.5 K subset algorithm: This algorithm 

includes two steps; first is selecting k 

appropriate nodes and second is choosing 

the least loaded one. Every node is selected 

at the same possibility. If the nodes are 

ordered by current load status, the resulting 

request arrival rate at a node depends only 

on the node's rank in the sorted list [7]. 

3.2.6 Genetic Algorithms (GA):  

GA is one of the most used algorithms which 

solve the Non-polynomial complete 

problems. It is derived from the soft 

computing method. It comes under the 

heuristic search process. GA is inspired by 

natural evolution from the human mind and 

genetics[5].  

3.2.7 Hill climbing: Hill climbing is based 

on optimization technique. It moves towards 

the best solution in a step by step manner. It 

selects the increasing value and moves 

towards the peak or uphill. The algorithm 

stops once it reaches the peak or to the 

stopping criteria. Sometimes it can reach a 

local optimum solution. When the new task 

request arrives randomly generates Virtual 

Machine id and allocates the task to the 

Virtual Machine if the state is available 

otherwise generates another Virtual 

Machine id randomly [8].  

4. Conclusion 
This paper presents the detailed review of 

various loads balancing technique currently 

used for cloud computing environment. 

Load balancing techniques is an important 

issue in cloud computing. The proper 

management of load balancing improves the 

efficiency of throughput and resource 

provisioning in cloud computing. This paper 

gives an outline of various static and 

dynamic load balancing algorithms. This 

comparison leads that each algorithm has its 

own advantages and disadvantages.  
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Abstract: A key field of research to enhance human-machine interaction is emotion recognition. The 

acquisition job is made more challenging by emotion complexity. It is suggested that quondam works catch 

feeling using a monomodal mechanism, such as just facial expressions or just vocal input. The concept of 

multimodal emotion recognition has recently gained traction, which has improved the machine's ability to 

identify emotions with greater accuracy. Additionally, the success rate of the machine in recognizing emotions 

was increased by deep learning method with neural network. Recent deep learning experiments have used a 

variety of human behavior inputs, including audio-visual inputs, facial emotions, body language, EEG signals, 

and associated brainwaves. There are still many areas in this field that need to be improved upon in order to 

create a robust system that will detect and categorize emotions more accurately. We attempted to examine 

the pertinent key works in this paper, their methodologies, their efficiency of the techniques, and the range of 

the findings' scope of improvement. 

Keywords:-Deep Learning, Emotion Recognition, Facial Expressions, Real Time Detection, face recognition,  Real-

time network, Facial Expression Recognition. 

 

1. Introduction 

 Emotion recognition has been a 

major focus of research in computer vision 

because it can be used in a broad range of 

meaningful applications. In order to create a 

real-time emotion detection system, we 

decided to concentrate on the problem of 

emotion identification [1]. 

 Since all data sets are based on 

"acted" emotions rather than "real" 

emotions, we soon recognized when we 

started working on the field of emotion 

detection that there is an inherent issue. A lot 

of these data sets, including CK+ and 

JAFFE, are collections of actors who 

displayed fundamental feelings for the 

camera. Because of this, the field doesn't 

identify actual emotions; instead, it picks up 

the emotion that the subject or observer is 

projecting. This issue became very clear 

when we tested our model because we 

observed a rise in confidence scores as the 

subject exhibited extremely exaggerated 

facial expressions that would be considered 

"fake" by a human.We focused on 

developing an effective real-time emotion 

detection model as a result [2]. 

 When we talked about potential uses 

for an effective emotion recognition tool, 

one use that came to mind was the prediction 

of emotion intensities using emotion labels, 

prediction scores [3]. 

 One of the main areas of facial 

recognition is the expression of human 

feeling on the face, which has practical 

applications outside of lab settings. This 

project builds a deep learning model to 

categorize a particular facial expression of 

human emotion into one of the seven 

fundamental human emotions. The method 

we use to construct the model is transfer 

learning from an existing pre-trained model, 

and the assessment outcome will be assessed 

based on the model's accuracy. The project's 

duties include preprocessing the image data, 

augmenting the small dataset that already 

exists, testing the model before training it, 

training the model, and prediction and 

evaluation[4]. 

 The goal of emotion recognition is to 

analyse a human face expression and 

categorize it. In such a job, the feature 

extractor usually finds the feature, and the 

trained classifier creates the label based on 

the feature. The issue is that variations in 
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object position and lighting can cause 

distortions in feature extraction. In this 

endeavour, we attempt to solve the issue by 

utilising a deep learning algorithmcalled 

Conventional Neural Network (CNN)to 

address the aforementioned problems. This 

algorithm allows for the extraction of image 

features without the need for user-defined 

feature engineering, and it integrates a 

classifier model with a feature extractor to 

generate results when input is supplied.This 

technique creates an image classifier that is 

feature-location independent and performs 

better than a conventional linear classifier 

when the input image contains variations 

like lighting noise and background 

environment[4]. 

 In addition, we also hope to 

demonstrate our project shown as figure1[5]. 

Fig.1: An Example of demonstration that the 

emoji is are imposed on the input images. 

 

1.1 What exactly is CNN? 

With the suggested CNN architecture, it is 

intended to quickly and effectively educate 

the pixel values in the rectangle region 

comprising face expressions and to make 

quick queries. The model of the deep 

artificial neural network was created. Fig. 3 

provides an overview of the suggested CNN 

structure. The network has two 

convolutional layers, two max-pooling 

layers, and one fully connected layer, 

mimicking the LeNet structure used in the 

categorization of 2D facial expression data. 

Following a stack of convolutional layers 

with kernel sizes of 2x2, a max-pooling layer 

with kernel sizes of 2x2 and strides of 2 is 

applied. Each frame feeds to the fully 

connected layers after convolutional layers 

and max-pooling layers have completed 

their computations, and frames' prediction 

has been evaluated by a Softmax classifieras 

seven different facial emotional stateis 

shown in the figure 2[6]. 

 
Fig 2: Proposed CNN model diagram for 

facial emotion recognition. 

2. Methodology 

  The current study used facial 

landmark-based CNN-based approaches to 

identify six emotions. The goal of face 

image recognition is to locate the image or 

video that will be given to a potential user to 

aid in decision-making. Following that, the 

facial expression is captured using a 

comparison of the user participant's facial 

image with the chosen dataset to predict the 

emotion in the form of 6 emotion values: 

joyful, sad, disgusted, surprised, frightened, 

and neutral. The indicated emotion is then 

contrasted with results from other 

neuroimaging tools. The step-by-step 

process for Dynamic FER employing a CNN 

model is shown in Figure 3 and Figure 4 [7]. 

 
Fig. 3: Dynamic FER using CNN Model 

 
Fig. 4: Emotion Detection 

3. Literature Survey 

 Deep CNN is suggested by 

Mollahosseini et al. [8] for FER across 
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several databases. The photos were resized 

to 48x48 pixels after the facial landmarks 

from the data were extracted. The 

augmentation data technique was then used. 

Two convolution-pooling layers and two 

inception styles modules make up the 

architecture used. It consisting of 1x1x3x5 

convolutional layers. They demonstrate the 

usage of the network-in-network technique, 

which increases local performance due to the 

local application of convolution layers and 

also reduces the over-fitting issue. 

 Lopes et al. [9] investigated the 

effects of data pre-processing to improve 

emotion classification. Before CNN, which 

consists of two convolution-pooling layers, 

data augmentation, rotation correction, 

cropping, down sampling with 32x32 pixels, 

and intensity normalization were carried out. 

At the test stage, the best weight obtained 

during the training phase is used. Three 

easily accessible databases, CK+, JAFFE, 

and BU-3DFE, evaluated this experience. 

According to research, it is more effective to 

combine all of these pre-processing stages 

than to use them individually. 

 In 2018, Cai et al. [10] proposed a 

novel architecture CNN with Sparse Batch 

normalization SBP for the disappearance or 

explosion gradient problem. This network's 

characteristic is its usage of two successive 

convolution layers at first, followed by max 

pooling and SBP, and to lessen the over-

fitting issue, the dropout employed in the 

totally connected middle of the three. Li et 

al.New CNN solution for the facial 

occlusion problem involves first introducing 

data into the VGGNet network, followed by 

the use of the CNN method using the ACNN 

attention mechanism. These three sizable 

databases, FED-RO, RAF-DB, and 

AffectNet, were used to train and test this 

architecture. 

 Agrawal et al. Mittal [11] conduct a 

study in 2019 utilising the FER2013 

database to examine the impact of changing 

CNN parameters on recognition rate. The 

photos vary in size and the number of filters 

they use, and they are all defined at 64x64 

pixels. Additionally, the kind of optimizer 

selected (adam, SGD, adadelta) on a basic 

CNN, which contains two successive 

convolution layers. The second convolution 

layer serves as the max pooling layer in a 

series of convolution layers, followed by a 

softmax function for classification. 

According to these investigations, 

researchers developed two novel CNN 

models that, on average, achieved 65.23% 

and 65.77% accuracy. These models are 

unique in that they do not have completely 

linked layer dropouts and the network's 

identical filter size is maintained. 

 Kim et al. [12] studies variation facial 

expression during emotional state, they 

propose a spatio-temporal architect with a 

combination between CNN and LSTM. At 

first time, CNN learn the spatial features of 

the facial expression in all the frames of the 

emotional state followed by an LSTM 

applied to preserve the whole sequence of 

these spatial features. Also, Yu et al.Present 

a novel architecture called Spatio-Temporal 

Convolutional with Nested LSTM (STC-

NLSTM), this architecture based on three 

deep learning sub network such as: 3DCNN 

for extraction spatiotemporal features 

followed by temporal T-LSTM to preserve 

the temporal dynamic, then the 

convolutional C-LSTM for modelled the 

multi-level features. 

4. Comparison 

Authors  Databases  The 
architect
ure used 

Accurac
y rate 

Mollahosse
ini et 
al.2016 [8] 

MultiPie, 
MMI, DISFA, 
FERA, SFEW, 
CK+, 
FER2013 

CNN 94.7%, 
77.9%, 
55%, 
76.7%, 
47.7%, 
93,2%, 
61.1% 

Lopes et 
al.2017 [9] 

CK+, JAFFE, 
BU-3DFE 

CNN 96.76% 
for CK+ 

Cai et al. 
2018 [10] 

JAFFE, CK+  SBN-
CNN  

95.24%, 
96.87% 

Agrawal et 
Mittal. 
2019 [11] 

FER2013  CNN  65% 

Kim et 
al.2019 [12] 

MMI, CASME 
II  

 CNN-
LSTM  

78.61%, 
60.98% 

 

5. Conclusion 
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 Facial emotion detection technology 

has come a long way, but improvements in 

science and technology are still needed for 

practical use. The study of deep learning 

methods for interpreting facial expressions 

to deduce human emotion was the main goal 

of the project. It was done using three 

standard data sets. So that the accuracy of the 

findings, validation, and testing is not 

jeopardised, the recording for dataset 

gathering was done in a controlled 

environment. 

 To recognize six facial expressions, 

the suggested model used convolutional 

neural networks. The experiment's findings 

are contrasted with those of currently used 

facial emotion recognition methods, and the 

results indicate that the proposed model has 

achieved an accuracy of 93%, which is 

significantly higher than that of prior 

research. Facial expression recognition 

allows for the automatic processing of 

similar data, but this processing is opaque 

and difficult to monitor. It is challenging to 

determine the source of errors or impression. 

It is suggested that future work improve the 

current model by utilising fresh face 

application-related technology. 
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Abstract: Producing sufficient food for an ever-increasing population is one of the biggest challenges in 

agriculture. This challenge has been compounded by stagnated profits and production and serious 
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modern agricultural technique which is said to revolutionize agriculture industry employs Information 
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I. Introduction: 
The Indian agricultural industry 

has undergone a series of agricultural 

revolutions which moved India from food 

deficit to food surplus.Earth’s population is 

exploding day by day. At the same time 

agricultural resources are depleting due to 

varying climatic conditions. This has posed 

a formidable challenge to the production of 

food. Employing the Information 

Technologies in the field of agriculture is 

the key to improve productivity  

Precision Farming, the emerging 

agriculturalrevolution isan approach for 

automating the agricultural process to 

improve the productivity.It is the latest 

technology enabled agricultural approach 

which observes,measures analyses and 

responds to inter and intra field variability 

of crops. It employs Information 

Technology for collecting and analyzing 

thedata regarding soil, weather, crop 

growth stages and final yield. Suitable 

actions are taken to ensure    crops and soil 

receive exactly what they need for good 

health and productivity. Thus, the main 

goal of Precision Farming is to increase 

efficiency and productivity without 

harming the environment at reduced input 

costs. 

 
Fig. 1: Precision Agriculture [1] 

 

 
Fig. 2: Precision Agriculture Cycle[2]: 

 

I. Benefits of Precision Farming: 

Precision Farming is beneficial to 

both farmers and environment. It improves 

the overall farming productivity at reduced 

costs. Important benefits arising out of this 

approach are enumerated below. 

 It provides famers a real-time insight 

into the field allowing them to identify 

areas that need irrigation, fertilization 

and fertilization treatment resulting in 

reduced use of herbicides, improved 

harvest quality and efficient use 

ofimportant resourcesnamely soil, 

water and fuel 
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 Market demand analysis, price 

forecasting, optimal time for sowing 

and harvesting,  

 Better Decision Making - It helps 

farmers in making better decisions at 

each stage of cultivation 

 Lowers agricultural dependence on 

weather conditions 

 Improves the quality and quantity of 

the crop yield 

 
Fig.3: Yield Increase due to Precision 

Farming [3] 
 

 Higher Profits and Reduction in the 

total cost of cultivation 

 

 
Fig. 4: Overall Benefits [4] 

 

II. Tools and Techniques used in 

Precision Farming: 

Currently, agricultural industry is at 

the cusp of technological advancements 

which is going to revolutionize the 

agricultural world.  Important techniques 

and tools employed in the precision 

farming approach are listed below. 

i. Artificial Intelligence (AI) - AI is not a 

technology that works independently in 

precision farming. It combines with 

Machine Learning, Big Data Analytics and 

IoT-powered smart edge devices like GPS, 

drones, sensors [5] 

ii. Geographic Information System (GIS) 

and Global Positioning Systems (GPS) 

[6,7] - GPS is used to find the exact location 

of things and GIS to record information on 

to maps. Both GPS and GIS are highly 

useful inland management. Soil data is 

analyzed using GIS. It advices which crop 

is best suited for the soil and how to 

maintain the soil nutrition so that plants are 

bestbenefited. GIS is also an important 

component in predicting the weather.  GPS 

gives informationregarding field 

boundaries, elevation levels, nearby roads, 

irrigation systems which helps farmer in 

making informed decisions about the farm. 

 
Fig. 5: GIS and GPS in Precision 

Farming[8] 

iii. Drones [9] 

Drones are used precisely locate 

pest infestations, map invasive weeds, 

measure soil moisture and plant 

respirations. Such precise treatments were 

until now dependent on knowledgeable 

people which was time consuming. Today 

Drones can do the same job in the air at a 

significantly less time. Drones help farmers 

in obtaining accurate real time information 

about the crops in a very less time.  

 
Fig. 6: Drones in Action[10] 

 

iv. Satellite Remote Sensing [11] - 

Remote Sensing is a process which detects 

and monitors the physical characteristics of 

an area by measuring its reflected and 

emitted radiation at a distance typically 

from satellite. Special cameras collect 

remotely sensed images which help 

researchers sense things. This technology 

in farming allows growers to observe yield 
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health using images taken from 

satellite.They providean up-to-date 

information on moisture stress, disease, 

structural anomalies andnutrient levels. 

The satellite imagery as a high spectral 

resolution which helps growers in getting 

accurate information. 

v. Block Chain - Block Chain is another 

very important and revolutionary 

technology applied in Precision Farming.It 

is essentially a shared and decentralized 

database. However, unlike traditional 

databases, it uses a digital ledger that is 

simultaneously duplicated and distributed 

across a network of nodes on computers or 

servers. As new data comes in, it is entered 

into a fresh block. Once the block is filled 

with data, it is chained onto the previous 

block and the data within it is locked.There 

are two key advantages to this distributed 

ledger technology: Records are immutable, 

since they are virtually impossible to 

change or hack; and the decentralized 

nature of the network means no single 

person or group controls the data, so fraud 

is less likely. It plays major role in 

precision farming as it replaces the classical 

methods of storing, sorting and sharing 

agricultural data into a more reliable, 

immutable, transparent and decentralized 

manner.  The result of this combination will 

lead to more autonomy and intelligence in 

managing precision agriculture in more 

efficient and optimized ways. [12,13]. 

III. Diagrammatic Representation of 

Precision Farming: 

 
Fig. 7: Flowchart of Precision Agriculture 

Process 
Challenges in Precision Farming [14,15]: 

 Standardizing technology across 

platforms 

 Connectivity challenges 

 Management of huge data 

 Meeting the challenges of vertical 

farming 

V. Conclusion 

In the wake of climate change and 

depletion of natural resources, India must 

move beyond aggressive farming and 

towards Precision Farming. Technological 

advancements are often being critiqued as 

being harmful for environment but 

Precision Farming is one of the few that is 

saving the environment.  

Earlier agricultural revolutions 

took India from Begging Bowl to Food 

Surplus State. Precision Farming,the next 

agricultural revolution which is at a nascent 

stage in India can contribute globally by 

becoming the top agricultural producer 

across the globe in an environmentally 

friendly way.  

 

References: 
1. https://www.cropin.com/precision-

agriculture 

2. https://www.farm21.com/understanding-

precision-farming-metrics-and-how-you-

can-benefit-from-them/ 

3. https://cropinno.com/2022/05/14/yield-

increase-the-combined-effect-of-

precision-agriculture-proper-land-

management/ 

4. https://www.researchgate.net/publicatio

n/334251626_Use_of_Precision_Agricul

ture_for_Sustainability_and_Environm

ental_Protection 

5. https://www.innominds.com/blog/how-

ai-helps-in-precision-agriculture-

connected-farm-experience-better-crop-

yield 

6. https://gogeomatics.ca/an-introduction-

gis-and-gps-for-precision-agriculture/ 

7. https://www.gps.gov/applications/agricult

ure/ 

8. https://www.openpr.com/news/1302318/

future-of-farming-will-depend-heavily-

on-technology-in-precision-farming-

market-precision-farming-market-

precision 
9. https://www.smithsonianmag.com/air-

space-magazine/automating-agriculture-

sky-180964298/ 



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 172 

 
 

10. https://www.qualityassurancemag.com/arti

cle/precision-farming-with-drones/ 

11. https://journal.hep.com.cn/fase/EN/10.153

02/J-FASE-2018226 

12. https://www.precisionfarmingdealer.co

m/articles/5180-how-blockchain-could-

transform-agriculture-and-food-

production 

13. https://www.sciencedirect.com/science/a

rticle/abs/pii/S0168169919324329 
14. https://www.agritechtomorrow.com/story/

2020/09/5-challenges-for-precision-

agriculture-to-face-/12399/ 

15. https://nap.nationalacademies.org/read/13

292/chapter/20#205 
 



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 173 

 
 

Blockchain Technology in Insurance and Challenges and Threat  

1Srivalli Ch, 2Rajeshwari G ,3Geetha Preethi 
1Assistant Professor, Institute of Insurance and Risk Management, Hyderabad 

srivalli.ch@theiirm.ac.in 
2,3Assistant Professor, St. Francis College for Women, Hyderabad. 

raj2genti@gmail.com, preethicsc@sfc.ac.in 
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Introduction 

Insurance is form of transformation 

of income into investment portfolios. The 

pooling of the premiums from the 

individual payers and replan amount to 

investment portfolios like Gold Bonds, 

Stock Markets, Mutual Funds, Cash 

investment, Trade Exchange. The 

insurance companies plan schemes for 

Motor, Health, Travel and Home Insurance. 

The Insurance policies are mutual 

agreement between Person and Company, 

which assures you loss of it, will reimburse 

amount fornominee of policy bond. 

Insurance Business Models  

Pay-As-You-Drive Auto Insurance is 

a business model, any business model is not 

liable for Intellectual Property rights as 

they are dynamic in nature. Th novel 

framework can be designed making profits 

can be IP strategical. The Small changes 

can make a new complementary model. 

The business approach can be Trademark 

and Patent. The long-term Competitors are 

will reframe to complementary model and 

design the new framework. Some Time 

Framework design initial will not be same 

as it is not in final version. The advantages 

may increase or decrees [1]. The Digital 

Revaluation in Insurance Business Model 

(DRIB) due to changes in Products, 

Relationship with Consumers, Culture etc. 

The three new changes are New 

Technology used to communicate with 

customer, New Technology are used to 

standardise the business process and 

Update with business process [2]. AI 

Powered Insurance model will help to 

smaller part of Value chain and larger in AI 

based, AI effectiveness is improved Fully 

Automated with new data sources and 

customer-based AI [3]. 

The STOF Business Framework 

model has Service Domain, Technological 

Domain, Organizational Domain and 

Financial Domain are the modules of the 

business process. The technical 

development uses web services and UMTS. 

The market opportunities for individual and 

aging. The Financial values are economic 

values and customer values are in Cost 

Structure and Organization Arrangement. 

The Development are learner government 

and Information and Communication 

Technology (ICT). The Application 

Service Provider has set of Insurance 

Dealers and ASP communicate with 

Customer and Intermediator System. 

Purchasing of the documents through 

intermediatory system. The supervisor 

Monitors the Insurance companies and 

third-party services [4]. 

Blockchain technology can be used 

in the business of insurance to provide 

security in data processing, transactions of 

payments, improve the security in 

processing document, claimprocess, 

protocols, Identification of people, 

Application processing. The blockchain 
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will increases efficiency of the amount 

transaction. The other disciplinaries of 

blockchain are management of health 

records, Identification of a person, Supply 

chain in factories and playing video games. 

The major platforms in blockchain are 

Ethereum, AZURE Blockchain 

workbench, IBM blockchain, Corda, 

Platform 6 and Coinbase Institutional [5]. 

 
Fig. 1: Block Diagram forInsurance 

Business Model 

Literature Survey  

Blockchain Technology is used in 

home Appliances, the service providers use 

block chain technology to initiate the 

various services like smart homes, Smart 

Lights, Personal Computers, IoT 

Gateway’s for various users. Smart devices 

interact with own system, but can’t interact 

with neighbour systems. The advance 

metering Infrastructure is used in building 

blockchain network in commercial 

building, Micro-grid_N and smart homes. 

The Blockchain network used in the 

Electric Vehicles and communicate among 

the nearest access points and all the 

blockchain network are communicate with 

transport departments [6]. 

Blockchain technology used in 

agriculture for monitoring the different 

phases from producer to consumer stages. 

Smart agriculture consists of ICT tools, 

modern data collection and latest 

technologies like IoT devices, Aerial 

Vehicles and Machine learning, E-

Commerce is used in agriculture product 

business like details about the, Product, 

verification about the product 

authentication and data statistical analysis. 

The blockchain technology provides 

solution to the Information Security, 

Supply Chain Management, Payment 

Methods, Consumer Confidence and 

Reduce the Cost of the Farmers [7]. 

Blockchain in healthcare system 

requires fast communications, action and 

quick plans in treatment. Advancement in 

medical treatment and new technologies 

helps to transform into blockchain. Avoid 

repetitive information in health system and 

managing healthcare system using 

centralized database. Enhancement in 

security system, Exchange Data, 

integration of system and real time data 

processing. The advance requirements are 

in medical field using blockchain 

technology are data protection, personal 

health updates, wearable medical devices. 

The patient’s communication 

among doctors and patients are safe secured 

channel and resolve the issues [8]. 

Blockchain technology used in insurance 

Claim Process for claim management is 

used in claim process in managing the 

insurance claims, payment and eliminate 

drawbacks in policy protocols. Claim 

process help in Peer-to-Peer Insurance, 

Microinsurance, Insurance prices are 

changing based on the usage, Analysis of 

EcoSystem on interdisciplinary industries. 

The financial Roles in business and society 

will reduce the economy. The insurance 

companies using block chain technology to 

enhancement of the core business.[8]. 

Methodology  

Blockchain technologies helps to 

address the challenges in insurance 

industry. The coordination among the 

execute transactions, helps to interact with 

stakeholders and maintain the data records. 

The blockchain efficiency and fast are the 

key concerns in insurance industry. 

The Insurance using blockchain 

has added advantages like transparency in 

processing data, Risk factors can be 

managed, customer services support, 

extend the business, the maintaining cost is 

reduced. The use cases in insurance 

blockchain are: 

1. Electronic Health Record Summery 2. 

SmartContract – report generation 3. 
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Detecting the intruder 4. Directory Level 

Access 5.Client Oriented 6. Client 

Relation.  

Proposed Model is used to build application 

to process insurance from policy inception 

phase to Claim or Life time of Policy. The 

jobs of the application are to create the 

insurance product, Process the Claim, 

Identify the wrong claim applications, 

Changes in the policy products in peer to 

peer business customization, Application 

Running in EOSIO Blockchain 

Framework. 

Kubernetes Cluster are created to 

balance the load, Scale -Up as per need and 

traffic. We are building Kubernetes using 

EOSIO Framework. Write the service 

programs for customer profile creation, 

Customized Policy Document, Claim 

Policies, Claim Inspector, Customer 

Support.  

Communication between stake 

Holders like Authentication Certificate, 

Customer Membership, Peer Stakeholders, 

Repositors etc. The packages are Deployed 

on the EOSIO Framework and create an 

admin profile for sanction permission and 

tracking. Create the transaction for business 

process. 

 

 
Fig. 2: The EOSIO Framework 

 

Node Blockchain Operator: The Key 

person of Insurance Application and Highly 

Authenticated person in the business. Who 

maintains the full featured Copy of 

Blockchain Software and broadcast 

application over network. The EOSIO 

Framework is use to design the Framework 

using Kubernetes clusters. 

 

Challenges in Insurance Department  
The insurance sector is a convoluted 

and constantly evolving industry that 

confronts a plethora of impediments. 

Insurers must skilfully manoeuvre through 

an array of obstacles, encompassing 

shifting customer expectations and 

adherence to regulatory mandates, in order 

to remain viable and lucrative. 

Technological advancements and the 

emergence of novel digital avenues have 

also revolutionized the insurance domain, 

posing a duality of prospects and hurdles 

for insurers. In such a scenario, it is 

imperative for insurers to remain cognizant 

of the latest trends and advancements in the 

sector, and to devise nimble strategies that 

can aid them in navigating the obstacles 

that lie ahead. 

There are various challenges that the 

insurance industry faces today and few of 

them are: 

 Increased competition 

 Changing customer expectations 

 Regulatory compliance 

 Technological innovation 

 Cybersecurity 

 Climate change 

 Economic uncertainty 

 Demographic changes 

 Talent management 

 Data management 

 Reputation management 

 Disruptive innovations 

 Political and economic instability. 

The insurance industry is 

encountering a multitude of challenges that 

are revolutionizing the way insurers 

conduct business. The emergence of new 

technological advancements, such as 

artificial intelligence and machine learning, 

has considerably transformed the industry, 

presenting both prospects and hurdles for 

insurers. The insurers must keep up with 

technological advances to provide 

seamless, tailored experiences for their 

customers while also safeguarding their 
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systems against cyberattacks.Another 

challenge that insurers must contend with is 

regulatory compliance, which is heavily 

regulated and strictly governed, from 

pricing to underwriting practices. Insurers 

must comply with these regulations, which 

can be time-consuming and costly. 

Moreover, insurers face increasing 

competition as the industry is becoming 

overcrowded with new entrants every day. 

This can make it arduous for insurers to 

attract and retain customers, particularly as 

changing customer expectations and the 

rise of disruptive innovations transform the 

industry. 

Climate change is also an important 

challenge facing the insurance industry. 

Insurers must be ready to confront an 

upsurge in natural disasters and other 

climate-related events, which can be 

expensive and difficult to manage. This 

involves considering the impact of climate 

change on their investment portfolios and 

underwriting practices.Economic 

uncertainty is another obstacle that can 

make it difficult for insurers to predict risk 

and set pricing. Insurers must be prepared 

to adjust their pricing and risk management 

strategies in response to changing 

economic conditions, including changes in 

interest rates, inflation, and other economic 

factors. 

Demographic changes are also 

transforming the insurance industry, with 

an aging population and changing family 

structures posing new challenges for 

insurers. Insurers must be prepared to offer 

products and services that meet the 

distinctive needs of diverse demographic 

groups, including products that cater to 

seniors or families with young children. 

Talent management is another 

significant challenge for the insurance 

industry, with many baby boomers set to 

retire in the coming years. Insurers must be 

prepared to attract and retain the best talent 

in a highly competitive job market, offering 

competitive salaries and benefits, as well as 

opportunities for career development and 

advancement.Effective data management is 

also essential in the insurance industry, 

given the vast amounts of data generated by 

insurers. Insurers must ensure that they 

have the necessary systems and processes 

in place to collect, store, and analyze this 

data effectively, which can be used to 

improve underwriting practices and 

enhance customer experiences.Reputation 

management is also a critical challenge 

facing the insurance industry, with 

maintaining high levels of trust and 

transparency with customers, regulators, 

and other stakeholders being of utmost 

importance. This may involve investing in 

corporate social responsibility initiatives or 

providing transparent pricing and claims 

processes. 

Furthermore, the insurance industry 

is confronted with the advent of disruptive 

innovations introduced by unconventional 

participants in the field. In order to 

maintain their competitiveness in the 

swiftly evolving landscape, insurers must 

not only acclimate to these innovations but 

also surmount the hurdles associated with 

the adoption of blockchain technology, 

encompassing aspects such as security, 

regulatory compliance, interoperability, 

scalability, and talent management. Only 

by taking a proactive stance in addressing 

these challenges can insurers anticipate 

flourishing amid the disruptions and 

establish themselves as pioneers in the 

industry. 

Threats in Insurance Department  

The insurance sector encounters an 

array of challenges, including but not 

limited to fraud, operational inefficiencies, 

lack of transparency, interoperability, and 

talent management. These threats can be 

tackled effectively through the 

incorporation of blockchain technology, 

which provides several 

advantages.Fraudulence poses a significant 

menace to the insurance industry, leading to 

losses amounting to billions of dollars 

annually. Nonetheless, blockchain's 

distributed ledger technology can curb 

fraudulent activities by providing a tamper-

proof record of all transactions, thereby 
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making it more difficult for unscrupulous 

actors to tamper with or falsify 

data.Operational inefficiencies are a 

pressing issue that the insurance industry 

must address, as they result in delays, 

errors, and increased costs. However, 

blockchain's shared, transparent, and 

automated platform for conducting 

transactions can streamline processes and 

reduce inefficiencies, thereby increasing 

operational efficiency and reducing costs. 

Lack of transparency can cause mistrust 

and undermine confidence among 

customers. Nevertheless, blockchain's 

decentralized, transparent, and immutable 

ledger can mitigate this issue by providing 

a clear and auditable record of all 

transactions, which fosters trust and 

confidence among customers. 

Interoperability challenges are rampant in 

the insurance industry, where different 

insurers use distinct systems and processes. 

Nevertheless, blockchain technology can 

promote interoperability by providing a 

common platform and shared standards for 

transacting, resulting in increased 

communication efficiency, reduced costs, 

and improved industry 

effectiveness.Lastly, the insurance sector 

experiences a dearth of talent, particularly 

in blockchain expertise. However, insurers 

can address this talent gap by investing in 

training and development programs to 

cultivate a skilled blockchain workforce. 

This solution will ensure that the insurance 

industry has the requisite talent to adopt 

blockchain technology successfully and 

thrive amidst disruption. 

Results  

The present existing models in the 

insurance industry which use blockchain 

technology are B3i, a consortium of 

insurers and reinsurers that uses blockchain 

technology to improve the reinsurance 

market. Secondly, Insurwave is 

blockchain-based platform that provides 

end-to-end insurance solutions for the 

marine industry. The AIG and Standard 

Chartered which is partnered to develop a 

smart contract-based insurance policy for 

international trade finance using 

blockchain technology. The most famous in 

contracts is Ethereum known for being a 

flexible and versatile open source 

blockchain platform for building 

decentralized applications using smart 

contracts. Chain That is a permissioned 

blockchain platform designed for the 

insurance industry to provide secure and 

transparent transactions, data sharing, and 

policy management. 

B3i, Insurwave, and Chain that are 

specifically designed to cater to the needs 

of the insurance industry, whereas 

Ethereum and AIG/Standard Charterer’s 

platform have a more extensive range of 

applications. The primary focus of B3i and 

ChainThat is to augment efficiency and 

transparency in the reinsurance market. 

Insurwave provides comprehensive 

insurance solutions for the marine industry, 

and AIG/Standard Chartered employs 

blockchain technology to automate 

insurance related to trade finance. 

Ethereum is a decentralized platform that 

allows developers to build decentralized 

applications, primarily utilized in 

decentralized finance and the launch of new 

cryptocurrencies. Each platform offers 

distinctive benefits to the insurance 

industry, but their deployment and adoption 

levels vary. 

Conclusion 

As we can say Blockchain has had a 

momentous impact on the insurance 

industry, affording a secure and 

decentralized platform for data 

management and dissemination. Insurers 

can leverage blockchain technology to 

expedite claims processing, automate 

policies and claims, and obtain a more 

comprehensive comprehension of their 

customers' risk profiles. By providing a 

transparent and auditable record of all 

transactions, blockchain has the capacity to 

augment trust between insurers and their 

customers, all while reducing expenses and 

advancing operational efficiency. The 

prospects for blockchain in the insurance 

sphere are immense, encompassing 

innovative applications, including 
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sophisticated risk assessment and bespoke 

policies, along with refined fraud detection 

and amplified data privacy. As technology 

continues to advance, one can anticipate the 

emergence of progressive applications, 

which are poised to revolutionize the 

insurance industry and optimize customer 

experiences. 
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Abstract: Blockchain technology has emerged as a new paradigm to build decentralized systems which do not 

require a central authority. It is most popular for enabling Bitcoin and other crypto-currencies. However, 

blockchain applications span beyond Finance, and recently it has been applied to decentralized governance. 

Blockchain promises to provide a distributed and decentralized means of trust among untrusted users. There 

is a shift from decentrality to centrality system which is a most accepted. Blockchain  system, which is used 

in Bitcoin. This shift has motivated researchers to identify the cause of decentrality, quantify decentrality and 

analyze the impact of decentrality. In this work, there is a holistic approach to identify and quantify 

decentrality in Blockchain based systems. Blockchain enabled "Decentralized Autonomous Organizations" 

(DAOs) have emerged as a new form of collective governance, in which communities may organize themselves 

relying on decentralized infrastructure. 

Keywords: Blockchain, DAO, open collaboration, online communities, governance, peer-to-peer; bitcoin; 

next generation networks 

 

Introduction 
Blockchain is a form of database storage 

that is non centralized, reliable, and 

difficult to use for fraudulent purposes. 

Bitcoin, on the other hand, is a form of 

digital currency that uses a Blockchain 

public ledger to make transactions across 

peer to peer networks. Bitcoin is just one of 

the financial applications that uses 

Blockchain technology. The other 

applications of blockchain are smart 

contract and hyperledger.  

 
Fig. 1  Pivotal  Characteristics of 

Blockchain 

 

At the present time, two types of 

blockchain are considered: 

1. Private Blockchain 
A private blockchain has access control and 

operates under a special organization. 

Participants need to be invited, and existing 

participants may decide on future entrants. 

Once an entity has joined the network, it 

will play a role in maintaining the 

blockchain in a decentralized manner. In 

addition, private blockchains rely on 

internal participants' honesty to verify 

transactions, which saves the efforts and 

potential wastage of mathematical Proof of 

Work as the means of maintaining security. 

Overall, private blockchains are more 

efficient in terms of scalability and 

compliance. MultiChain which  is an 

example of private blockchains.[11] 

2. Public blockchain 
A blockchain is called public if each 

participants can read it and use it to carry 

out transactions But also if everyone can 

participate in the process of creating the 

consensus. There is therefore No central 

register, nor a trusted third party. Public 

blockchain  works with a Coin or token. 

Centralized System 
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In centralized systems, users rely on 

authority to carry on transactions. Like, in 

banks the customers rely on banking 

system which adjust customer's account 

balances after making transactions. Fig.2 .  

In centralized system, the central authority 

can alter entire system by directly altering 

and updating databases at the back-end. 

Centralized services disallow distribution 

of authority and thus are single services 

provider. The centralized system is also a 

single point of failure which means that if 

the service provider crashes, it affects the 

whole system and the stakeholders are 

ultimately affected [12]. 

Decentrality 
Decentralized systems are a subset of 

distributed systems where multiple 

authorities control different components 

and no authority is fully trusted by all Fig 2 

. Decentrality is a property related to the 

control over the system. Better 

decentralization means higher resistance 

against censorship and tampering. The 

foundation of centralized systems is the 

absence of mutual trust among nodes or 

users, so they need a trusted intermediary to 

cooperate with each other. The problem 

with centralized systems is that they lack 

transparency, and therefore 

allow for single point of failure, censorship 

and abuse of power. Hence, there is a need 

for decentralized systems [1].  

 

 
Fig.2  Centralized systems with 

intermediaries versus decentralized 

blockchain systems 

 

The distributed computing layer ensures 

local access to data, fault tolerance, 

immutability, privacy, authenticity, and 

security for the transaction data. 

Immutability is the blockchain property 

that does not allow modification of the 

transaction records once updated in the 

ledger. The blockchain network uses a 

consensus protocol to reach an agreement 

regarding the order of the transactions in 

the network, the update of the ledger, and 

the selection of a miner for the next block 

generation. In addition, this layer is 

responsible for user authentication by using 

an encryption technique and for data 

privacy via a hashing technique. The 

application layer is the business logic for 

digital asset transactions and the execution 

of smart contracts. An application 

developed on top of a blockchain network 

can be accessed by the clients using the 

platform layer. The layers of the blockchain 

architecture have the following 

characteristics. As shown in Fig.3 

Overview of Blockchain. 

1. Decentralization: The transactions in 

blockchain are processed and validated by 

the consensus of most network nodes. They 

are replicated on the nodes in a ledger. This 

eliminates the need for an intermediary to 

share and maintain the transactions data . 

2. Immutability: The transactions in 

blockchain are stored into blocks. Each 

block in the chain is linked to the previous 

block using a cryptographic hash function. 

Any attempt to modify the content of a 

block will affect the subsequent blocks in 

the chain. Consequently, a malicious 

attacker needs to change all the succeeding 

blocks in the chain to modify a particular 

block, which is computationally difficult 

because the chained blocks are replicated 

over multiple nodes. 

3.Transparency: The ledger is only updated 

when most of the nodes reach a consensus. 

Changes in the network are publicly visible 

ensuring transparency and security. 

4. Traceability: The distributed and 

transparent nature of blockchain makes it 

easier to trace any transaction event. Each 

update in the state of an asset can be traced 

down back to its origin. This helps in 

making the network more secure, efficient 

and transparent. 
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5. Trustless: Blockchain allows transaction 

of assets between unknown parties who do 

not trust each other. By distributing the 

ledger across several nodes in the network 

and updating this ledger via a consensus 

ensures the validity of transactions in an 

untrusted environment.[13] 

 
Fig.3 Overview of Blockchain 

 

 

Limitations of blockchain 
Blockchain is not a fully decentralized 

system by design. It is considered as a 

partially decentralized system .There are 

simulations done on Blockchain where 

results have shown natural pressures of 

forming centralized nodes within the 

network . This slight centralization 

leads to a bigger picture of limitations and 

flaws inherent with the current second-

generation of Blockchains. While 

Blockchain is a prominent emerging 

technology which has proved its efficiency 

in several areas, it also comes with its own 

set of challenges. These limitations and 

challenges include: Scalability  

,Performance, Privacy, Mining issue.[14] 

 

Blockchain testing 
Recently different kinds of blockchains 

appear and over 700 cryptocurrencies are 

listed in  up to now. However, some 

developers might falsify their blockchain 

performance to attract investors driven by 

the huge profit. Besides that, when users 

want to combine blockchain into business, 

they have to know which blockchain fits 

their requirements. So blockchain  testing 

mechanism needs to be in place to test 

different blockchains. Blockchain testing 

could be separated into two phases: 

Standardization phase and Testing phase. 

In standardization phase, all criteria have to 

be made and agreed. When a blockchain is 

born, it could be tested with the agreed 

criteria to valid if the blockchain works fine 

as developers claim. As for testing phase, 

blockchain testing needs to be performed 

with different criteria. For example, an user 

who is in charge 

of online retail business cares about the 

throughput of the blockchain, so the 

examination needs to test the average time 

from a user send a transaction to the 

transaction is packed into 

the blockchain, capacity for a blockchain 

block and etc.[15] 

Challenges  
Blockchain technology can also be used in 

various fields of business. One interesting 

implementation of Blockchain technology 

is in the healthcare system. This satisfies all 

stakeholders such as Hospitals, Healthcare, 

Health Authorities by meeting information 

consumer’s needs and protecting patient 

privacy by using Blockchain to pay fees 

with Bitcoin. In the paper system, if 

information consumers need to see a 

patient’s health record they had to filled in 

a request form and sent it to the registration 

office for approval. After receiving 

approval, the information consumer will 

pay a copy fee to the cashier and obtain a 

bill of receipt. The information consumer 

then shows the receipt to the registration 

office to obtain a copy of the patient’s 

health record. However, a patient’s health 

records can be lost, or copies may be made 

for illegal purposes.The concept of an 

electronic health records system using 

Blockchain technologies is depicted in 

Figure 4.E-Health System Using 

Blockchain 
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Patient Health Record 

 
          Patient Treatment History                Patient 

Health Record 

E-Health System Using Blockchain 

 

When an information consumer sends a 

request for a patient’s health records to an 

issuer (hospital or healthcare),and the 

issuer agrees with the information 

consumer, the Bitcoin will be placed. 

Before sending a patient’s  health records to 

an information consumer, approval from a 

primary doctor and the patient is needed so 

that only specific records are sent, for 

example mental health records. The details 

of this process will be explained in 

subsequent research. 
 

Applications 
Data in the distributed public ledger is 

immune to any tampering as it is highly 

encrypted using advanced cryptography, 

hence the technology finds applications in 

cyber security. It eliminates the usage of 

centralized devices in the IoT and other 

forms of networking. Therefore, devices 

connected could update software, manage 

bugs and communicated directly. The 

technology provides a new way of 

managing trust and can be effectively 

applied in insurance and domains like 

finance .Various applications of blockchain 

is presented in Figure 4 [9]. It eliminates the 

involvement of a third party; hence it is 

finding effective utilization in private 

transport and ride-sharing. It is envisioned 

that the blockchain can have significant 

applications in smart healthcare with the 

Internet of Medical Things (IoMT) or the 

Internet of Health Things (IoHT) to provide 

security, privacy, and effective insurance 

processing [10]. 

 
Fig.4 Potential Applications of 

Blockchain  

 

Conclusion 
There is continuous susceptible threats to 

integrity of personal sensitive data and 

other expensive resources in the hands of 

third parties. There are more chances that 

resources 

are misused. Best practices to effectively 

execute processes are more vital and 

essential to address issues during 

interoperability. The blockchain is 

receiving widespread acceptance 

and deployment throughout  where users do 

not trust third party and are always aware of 

data collection and its usage. Similarly, 

laws and regulations are enforced 

automatically through programming and 

the computationally tamper proof ledger 

acts as legal evidence for processing data. 

Through the combination of various 

computer technologies, blockchain has 

formed a new technology architecture, 

which realizes the decentralized secure 

storage systems. Compared with the 

traditional centralized models, the 

decentralized models of blockchain can 

solve the trust-lacking problems in the 

traditional centralized institutions, and 

improve the data security. As investigated 

by the above studies, blockchain will 

contribute to improving the solutions in 

multiple fields such as the IoT, smart city 

and supply chain systems. It will also bring 

new opportunities and challenges for the 

development of various industries in the 

future. Furthermore, we listed some 

challenges and problems that would hinder 

blockchain development and summarized 

some existing approaches for solving these 
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problems. Some possible future directions 

are also proposed. Nowadays blockchain 

based 

applications are springing up and we plan 

to conduct in-depth investigations on 

blockchain-based applications in the future. 
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Abstract: Many individuals throughout the world suffer with diabetes, a major health issue. It is brought on 

by a spike in blood sugar levels and can cause amputations, heart disease, stroke, and blindness. Regrettably, 

there is currently no treatment for diabetes; instead, we must control it with medication and food. Treatment 

will be considerably more effective and precise if this illness is adequately identified early on. Technology 

currently offers a number of approaches to diagnose diabetes, some of which are quite good at identifying 

potential future sufferers. A person's life can be significantly affected by diabetes, which is a highly dangerous 

illness. Regrettably, a large number of those affected are either completely oblivious to their illness or may 

not even show any symptoms. It becomes challenging to recognize people who are at danger and take the 

necessary precautions as a consequence. Artificial intelligence advancements have, however, made it possible 

for us to make precise predictions about which individuals will acquire diabetes and how rapidly they will 

proceed along its course, allowing us to take action before the condition worsens. We are able to anticipate if 

an existing patient will later acquire diabetes by employing machine learning algorithms on historical data in 

addition to making recommendations about treatments for newly diagnosed instances. Both physicians and 

patients may take action to stop the spread of this crippling sickness by being able to correctly do this task. 

In this study, we examined various machine learning algorithms to see which one is the most accurate at 

categorizing diabetes mellitus patients. The PIMA Indian Diabetes dataset was utilized to evaluate each 

algorithm, which was part of a subset of AI created exclusively for diabetic categorization. In order to 

determine who will eventually get diabetes based on their present health state, we wanted to select the 

approach that would be the most accurate. 
 

Keywords: Diabetes Mellitus, Machine Learning, Algorithms, Diagnosis, Prognosis, PIMA Indian 

Diabetes Dataset. 

 

1. Introduction 

Diabetes is a type of long-term 

ailment that poses a threat to a person's 

health. The underlying factor that causes 

diabetes is a blood glucose level that is 

higher compared to what is deemed 

acceptable. This is brought on by either 

impaired insulin physiologic effects or faulty 

insulin secretion, or perhaps both. [6] 

Diabetes has the potential to cause long-term 

impairment to and functioning of a plethora 

of tissues, notably the nervous system, heart, 

arteries, pancreas, vision, and kidneys. [7] 

Type 1 diabetes (T1D) or Type 2 diabetes 

are the two broad categories under which 

diabetes might well be separated (T2D). 

Individuals with Type 1 Diabetes tend to be 

younger, albeit under 30 years old. High 

blood sugar levels, excessive thirst, and 

frequent urination are the characteristic 

clinical indications [8]. Any who suffer from 

this kind of diabetes must receive insulin 

injections because it cannot be treated 

appropriately with basic medications 

individually. Overweight, hypertension, 

dyslipidemia, arteriosclerosis, and other 

disorders are frequently linked to type-2 

diabetes, which is more prevalent in middle-

aged and older adults [9]. 

Early diagnosis of the illness 

minimizes both the cost of treatment and the 

chance that individuals would have more 

severe health complications. The 

exploration of the risk factors underlying 

Diabetes Mellitus has made extensive use of 

data mining and machine learning 

methodologies. The possibility of 

developing diabetes mellitus was predicted 

employing machine learning techniques 

such logistic regression, artificial neural 

networks, and decision trees[6-9]. 

2. Brief Overview of Literature 

In order to apply the Support vector 

machine (SVM) as a classification technique 

for diabetes diagnosis or prediction, a study 

was carried out by Aishwarya et al. [10]. 

SVM is a data analysis technique that uses 

linearly separable features to find pertinent 

patterns and forecast data instances that have 

not yet been observed. With this specific 
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dataset, nevertheless, the accuracy rate was 

poor because of its complexity. Following 

preprocessing the dataset using the PCA 

dimensionality reduction strategy, the 

findings revealed that 95% of predicted 

instances were accurate, compared to just 

when using SVM alone. This exemplifies the 

potency of using appropriately preprocessed 

datasets in machine learning techniques.  

In a recent study by Yashoui et al., 

2019 [11], it was observed that RF (Random 

Forest) was more reliable than SVM and 

CNN models for predicting diabetes in 

patients. According to their research, RF is 

the most effective method for this task, 

surpassing both conventional machine 

learning algorithms and deep learning 

models like CNN.  

In order to create a model that could 

accurately predict the presence of diabetes 

mellitus, Pradhan et al. 2012 [12] used the 

PIMA Indian dataset. They were successful 

thanks to the application of a neural network 

that used fuzzy K-nearest neighbor 

networks.  

In order to forecast developments in 

diabetes, Harleen Kaur et al., 2018 [13] 

analyzed the PIMA Indian Diabetes Dataset. 

They employed the linear SVM, radial basis 

function kernel SVM, K-nearest neighbor 

method, ANN, and multi-factor dimension 

reduction techniques in the R computer 

software to create predictions. When 

determining whether someone will 

eventually get diabetes, the SVM-linear 

model had the highest accuracy (89%). 

Two techniques, AIRS and 

MAIRS2, are suggested by Saidi et al., 2012 

[14] for predicting diabetes using the PIMA 

Indian Diabetes Dataset. The accuracy of the 

AIRS technique was 82.69%, whereas the 

accuracy of the MAIRS2 approach was 

greater at 89.10%. This shows that these 

methods might help Indians more accurately 

anticipate their risk of developing diabetes. 

The PIMA Indian dataset was used 

to apply the machine learning models by 

Saru S et al., 2019 [15]. They employed the 

bootstrapping re-sampling approach, 

followed by the Naive Bayes, DT, and KNN 

predictive models, to make predictions and 

assess the accuracy of their results using 10-

cross validation. A 90.36% accuracy rate 

was provided by the proposed methodology. 

According to Temurtas et al., 2009 

[16] research, a multilayer neural network 

that was trained using the LM method and a 

probabilistic neural network had an accuracy 

rate of 82.37% when it came to identifying 

diabetes in PIMA Indians. This is a far better 

result than the 78.13% accuracy obtained by 

the PNN alone. As a result, combining these 

two network types may provide a more 

accurate diagnosis of diabetes patients than 

utilizing each one alone. El jerjawi& Abu 

Naser et al., 2019 [17] shows 

implementation of an ANN model on a JNN 

environment made use of both PIMA and 

real-time datasets. The model's accuracy was 

87%. 

Multi LayerPerceptrons (MLP) 

were found to be the most reliable in 

predicting diabetes mellitus among the four 

distinct neural network types that Acar et al. 

2011 [18] tested. The outcomes 

demonstrated that MLP was capable of 

achieving an accuracy of 82.10%. The 

accuracy of other networks, such as the 

perceptron and Elman's ART1, was lower, at 

62.68% and 76.61%, respectively. They 

suggest that this could be because MLP is 

more effective than other models in 

identifying patterns within data sets because 

it can consider several layers of information 

at once and is relatively simple in design in 

comparison to more complicated nets like 

perceptron or ART1. 

Using the PIMA Indian Diabetes 

dataset, Sengamuthu et al., [19] 2018 

proposal to study the performance and 

accuracy of the NB, MLP, Bayesian 

Network, PLS-LDA, homogeneity based 

ANN, and C4.5 algorithms. The Modified 

J48 has the greatest accuracy of 99.87% 

when compared to other classifiers after 

being evaluated using a variety of measures, 

including recall and precision (accuracy 

divided by the total number of occurrences). 
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The PIMA Indian dataset was used 

by Vijayan V et al. in 2014 [20] for the 

diabetes mellitus prediction and data mining 

techniques EM, KNN, K-means, Amalgam 

KNN, and ANFIS utilizing Adaptive KNN 

approach. They concluded that among the 

other approaches, the Amalgam KNN and 

ANFIS method had the best sensitivity and 

specificity. The model they applied yielded 

classification accuracy of EM with 70%, 

KNN of 73.17%, K means 66-77%, and 

Amalgam KNN>80% with ANFIS 80%. 

For a PIMA Indian dataset, KNN, 

DT, NB, SVM, and LR were the five 

classifiers that Aishwarya Jakka et al., 

2019[21] compared for performance. They 

discovered that the LR classifier had an 

accuracy of 77.6% while the KNN had an 

accuracy of 73.43%. These results imply that 

LR is more accurate than the other four 

classifiers on average. 

For the diagnosis of type 2 diabetes, 

Thirumal et al. 2014 [22] suggested a 

modified KNN method called Average 

KNN. They used 10 cross validations in their 

investigation, which was based on the PIMA 

Indian dataset, and they were able to reach 

an accuracy of 72%. As a result, it is possible 

that Average KNN might serve as an 

acceptable alternative to traditional k-

nearest neighbors in diabetes diagnostic 

scenarios with big data sets. 

The PIMA Indian Dataset was utilized by 

Nurhayati et al. in 2014 [23] to predict 

diabetes mellitus using the Navies Bayes and 

K-Nearest Neighbor algorithms. The 91% 

accuracy of both approaches shows that this 

strategy is reliable for predicting diabetes 

mellitus. 

In a research using the PIMA Indian 

dataset, AishwaryaIyer et al. [24] used the 

J48 decision tree and NB classifier approach. 

They discovered that the most effective way 

to apply their strategy was to use NB as their 

greatest scorer. The WEKA software was 

then used to put the study's findings into 

practice. 

Soliman et al. 2014 [25] employed 

the PIMA Indian dataset for the prediction of 

diabetes mellitus and contrasted their 

findings with those attained by employing 

several algorithms on the same dataset. For 

the goal of diagnosing patients with Diabetes 

2, they suggested a hybrid algorithm made 

up of Least Square Support Vector Machine 

(LS-SVM) and Modified Particle Swarm 

Optimization (MPSO). 

For the prediction of diabetes 

mellitus, Sisodia D et al. [26] 2018 proposed 

the predictive models (Naives Bayes, SVM, 

and DT) and utilized the PIMA Indian 

Dataset. They discovered that the Navies 

Bayes algorithm, which was used in the 

predicted model, had the maximum accuracy 

of 76.30%, which is high compared to all the 

other predictive models. 

Sneha et al. [27] created a model and 

compared the effectiveness of several 

classifiers. In the study, diabetes was 

predicted using RF, DTC, KNN, and SVM 

classifiers. They discovered that the 

accuracy of the KNN method was 63.04%. 

Yet, although having overall greater 

accuracies than other algorithms, the DTC 

and RF algorithms have been proven to 

occasionally create mistakes. 

Several classifiers, such as the 

Adaboost method, RF (random forest), KNN 

(kernel neural network), DTC (dynamic time 

compression), Gaussian NB (Gaussian noise 

based), and LDA, were compared by 

Mujumdar et al., [28]. The outcome shown 

that, on the modified dataset, the KNN 

classifier outperformed all other methods, 

obtaining a 91% prediction accuracy. In 

comparison to its 72% prediction accuracy 

when used with the PIMA Indian diabetes 

dataset, this was noticeably higher. 

 

3. Materials & Methods 

The University of California, Irvine 

machine learning database repository makes 

the PIMA Indian Diabetes Dataset available 

for analysis and prediction. The goal is to use 

the eight predictor variables listed in Table 1 

to divide the 768 female patients into those 

who have diabetes and those who do not. 

[29] The data set is open source and 

accessible to everyone on the Kaggle 

website. 
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768 medical reports from female 

participants are included in the PIMA Indian 

Diabetes dataset. A binary indicator—non 

diabetic (0) and diabetic—is present in each 

circumstance (1). The dataset includes 268 

diabetes patients and 500 non-diabetic cases. 

Because of its consistency and accessibility 

via the machine learning repository at UCI, 

this dataset may be utilized for machine 

learning. 

Table 1: Summary of the Pima Indian 

Dataset 

 

 

 

Attri
bute 
Num
ber 

Description Attribute short name Range 

Minimum 
Value 

Maximum 
Value 

F1 Number of Times pregnant PregCount 0 17 

F2 Plasma glucose concentration Glucose 0 199 

F3 Diastolic blood pressure (mmHg) DBP 0 122 

F4 Triceps skin Thickness (mm) Thickness 0 99 

F5 Two-Hour serum insulin (μU ml-1) Insulin 0 846 

F6 Body mass index (kg m-2) BMI 0 67.1 

F7 Diabetes pedigree function Pedigree 0.078 2.42 

F8 Age (years) Age 21 81 

Class  0: For Diabetic Negative 1: For Diabetic Positive 

 

4. Methodology 
 

 
Fig. 1: Flow structure of the work 

 

The Methodology we have adopted 

is shown in the above diagram. 

 
Fig. 2: Plotting diabetes patient distribution 

4.1 Dataset Preprocessing 

The raw data is present in the 

dataset we have selected or obtained. The 

accuracy of our models might be impacted 

by instances when it involves missing 

value, false data, or repetitive data. In order 

to maximize the efficiency and reliability of 

this data, we should pre-process it before 

applying any models to it. 

Data cleaning: In essence, data 

cleaning purges inaccurate information 

from the data and refines it. In order to get 

a high-quality dataset, we try to refine it by 

reducing its dimensions or removing 

unnecessary columns, and the last one is 

renaming the values of a feature where we 

form a data in a consistent and 

homogeneous format, all the data is 

converted into the numerical format. It 

primarily involves looking for the missing 

values, which means that in case any tuple 

contains null values or blank columns, the 

tuple is removed from the dataset. Here, the 

main duty is to change the alphabetic 

feature into a numeric feature in order to 

improve ML model training. [44] 

4.2 Feature Scaling 

The process of normalization 

accelerates training in classification 

algorithms and prevents elevated traits 

from pre-dominating other traits, as in 

distance-based approaches. It scales the 

value to a particular range, typically 

between 0 and 1. In this procedure, each 

feature value is split by the gap between its 
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maximal and minimal values after the 

minimum value for that feature has been 

subtracted from the value. 

𝑋 =
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 − 𝑋𝑚𝑖𝑛
 

The Z-score technique involves 

subtracting the mean value of a 

characteristic out of each value and 

dividing the result by the standard 

deviation. As a result, the values for the 

normalized feature have a unit variance and 

a zero mean. When the lowest and max 

numbers are uncertain, this strategy is 

helpful. 

∁=
𝑋 − 𝜇

𝜎
 

4.3 Splitting of Dataset 

We divided the dataset into two 

separate groups in this section: training and 

testing. A modeling approach known as a 

training set is created using a subset of the 

data. The testing set is the alternative option 

for assessing the model's performance. The 

dataset was split between training and 

testing sets using the train_test_split() 

function. For training and testing purposes, 

the dataset is often split into 80:20 ratios in 

which 80% of the dataset used for training 

and 20% used for testing. 

4.4 Classifiers implemented in the 

works 

In this article, the machine learning 

classifier algorithms that performed best 

out of several that were examined. 

Multi Layer Perception (MLP): A back 

propagation learning mechanism and a 

nonlinear activation function are utilized in 

a feedforward neural network known as a 

multilayer perceptron. The neural network 

design is currently being used the most. An 

MLP has more than two layers (i.e., input, 

output, and one or more hidden layers), any 

number of neurons in each layer, any 

number of inputs that represent the 

features, and any number of outputs that 

indicate the classifications, as the name of 

the model suggests. In complex, 

multivariable applications like medical 

diagnostics, a MLP is used. The best 

activation function, the number of neurons 

in hidden layers, and the number of hidden 

layers are all important aspects of the 

classification process. [39-41] 

Logistic Regression: When the prediction 

is typically used for binary classification, 

logistic regression is primarily used. A 

logit-link function was used in the linear 

model. The purpose of this function is to 

transform continuous data into probability 

data ranging from 0 to 1. LR utilizes the 

two capabilities, the logit capability, and 

the sigmoid capability to create yield 

between the 0 and 1.[42] The prescient 

upsides of the order issue must be 0 and 

1.The above equation shows the logit 

function, where x is the probability and 0 

<x<1. 

logit(x)=log(
𝑥

1−𝑥
) 

The sigmoid capability is addressed by the 

by Condition. 2 in which the function takes 

x as its input and divides it into 0 and 1. 

ϭ(x)=(
𝑒𝑥

𝑒𝑥+1
) 

Naives Bayes: For supervised 

classification, it applies the Bayes theorem. 

The categorization is based on the notion 

that the existence of a certain characteristic 

has zero correlation with any other feature 

in the dataset. The Bayes Theorem is 

outlined in Equan No. 3. [42] 

P(
𝑋

𝑌
)=P(

𝑌

𝑋
)×

𝑃(𝑋)

𝑃(𝑌)
 

Artificial Neural Network: A 

computational learning system known as an 

artificial neural network learning algorithm 

makes use of a number of functions to 

comprehend and transform data input into a 

desired output. Human biology and the 

manner in which neurons in human brains 

collaborate to comprehend inputs from the 

human senses served as inspiration for the 

concept of artificial neural networks. [43] 

Through training, ANN aims to gather data 

and store it in a linked network of virtual 

neurons created by computer programs. 

Weights in synapses that act as a symbiotic 

force. 

K-Nearest Neighbor: Classification and 

regression problems can be solved with the 

help of the ML technique known as K-
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nearest neighbor. The method is supervised 

learning and nonparametric because it does 

not know how the data are distributed. K-

nearest neighbor algorithms use similarity 

measurements with previously collected 

data to classify new data objects. The 

neighbor contribution is given some weight 

based on the similarity measurements. The 

weight provided by the K neighbor is 

crucial for the categorization of data in a 

new class label. The K value determines the 

number of selected data items from the 

closest neighbors. The class or group of 

neighbors to which the output data item is 

most closely related is indicated by the 

output class label. [45]  

Random forest: Using this integrated and 

multifunctional type of machine learning 

technology, several decision trees are 

constructed using a set of data and 

variables. The projections become more 

accurate and reliable once they are 

combined. RF can be accelerated in large 

datasets and is utilized for both the 

classification problem and the regression 

problem. The two RF tuning parameters are 

the total number of variables and the trees. 

[46] 

Decision Tree: To solve a problem with 

categorization, this study employs 

supervised machine learning. It makes use 

of nodes as well as inter nodes for 

classification and detection. Root nodes use 

a variety of criteria to group the instances. 

The characteristic with the greatest 

information gain across all stages is used by 

the decision tree to select each node at each 

stage. The decision-making process is 

controlled by a decision tree with a 

structure similar to a flowchart. The leaf 

node is what represents the categorization, 

but the root node can have two or more 

branches. [47] 

Terminologies and Analysis of Results: 

To evaluate the proposed model's 

performance, accuracy, sensitivity, and 

specificity metrics must be taken into 

account. Recorded underneath are a portion 

of the words utilized in the computation. 

The proportion of diabetics who 

are actually diagnosed with the condition is 

known as the true positive (TP). 

The proportion of non-diabetics who 

receive an accurate non-diabetic diagnosis 

is called True Negative (TN). 

The proportion of non-diabetics 

who are misdiagnosed as diabetics is 

known as the False Positive (FP) rate. 

False Negative (FN): The number of 

diabetics who are incorrectly identified as 

non-diabetics. 

A confusion matrix is a table that 

describes how well a classification 

algorithm works. A classification 

algorithm's performance is depicted and 

summarized in a confusion matrix. The 

confusion matrix has rows that represent 

actual classes and columns that represent 

predicted classes. It is a summary of the 

predictions that were made in response to a 

categorization problem. 

 

Table 2: Confusion Matrix 

 

Accuracy: The statistical metric that is 

used the most to determine how well the 

classifier and the model as a whole work 

together. 

FNFPTNTP

TNTP
Accuracy






 
Sensitivity (Recall): We refer to the TP 

sample (FN) as the ratio of the sample's 

True Negatives (TN) to the total of True 

Negatives (TN) and False Positives (FP). 

FNTP

TP
Recall




 
Specificity: This is the proportion of a true 

positive sample to the total of a true 

positive (TP) and a false negative. 

FPTP

TP
ecisionPr




 
F1-Score: The F1 score is the accuracy and 

recall harmonic mean. 

 Actual 

Positive (1) Negative (0) 

 
Predicted 

Positive 
(1) 

True 
Positive (TP) 

False 
Positives 
(FP) 

Negative 
(0) 

False 
Negatives 
(FN) 

True 
Negatives 
(TN) 



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 190 

 
 




















recall

1

precision

1

1
*21F

 
 

5. Results & Discussion 

The accuracy of the models is 

shown in Table 2 after we have applied all 

of the algorithms to the aforementioned 

dataset. 

 

Table 2: Results obtained by the models 

Predictors/ Classifiers 
Implemented in the work 

Accuracy 
obtained 

Multilayer Perceptron (MLP) 97.13% 

Artificial Neural Network 
(ANN) 

84.26% 

Naive Bayes 75.63% 

Logistic Regression 78.59% 

K-Nearest Neighbor 67.49% 

Random Forest 77.93% 

Decision Trees 74.03% 

 

Graphical Illustration of the 

Results Obtained by the Applied 

Classifiers. 

 

 
 

6. Conclusion 

Diabetes is a genetic condition that 

started because the pancreas didn't make 

enough insulin. Healthcare has seen a 

significant improvement as a direct result 

of the rapid technological development of 

AI and ML. Thanks to AI and ML, diabetes 

will have fewer negative effects and better 

patient care will be provided. Numerous 

researchers have developed ML-based 

strategies for predicting the occurrence of 

diabetes. We used ML algorithms to predict 

the presence of diabetes, and we found that 

Multi Layer Perceptron (MLP) had the 

highest accuracy out of all of them. This 

suggests that it might be the best algorithm 

for the dataset used to predict diabetes 

mellitus. 
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Abstract: This paper attempted to investigate the activities and motivations for using research networking 

sites by postgraduate students, Ph.D. candidates, Ph.D. completed candidates, and faculty members. A self-

structured questionnaire was distributed to the target population, and the primary data collected through the 

questionnaire was analyzed and discussed in accordance with the study's objectives. The majority of 

respondents were found to be aware of and using such tools in their research work.Most scholars are aware 

of the most popular research tools like “ResearchGate” & “Google Scholar”, but we found that there are 

more than 15 tools for research that help you to improve your research work. The aftereffect of the paper is 

to find various tools which are very helpful for research work. 

Keywords: Social Networking Sites, SNS, Research Gate, Google Scholar, Social Networking Sites (SNS), 

Research Networking Sites (RNS), Research Scholar, Scholarly Search Engine.  

 

1. Introduction  

Social Networking Sites (SNS) are 

about Emotion, Excitement, Knowledge, 

Confidence, Aspiration, Improvement, and 

Interest on other hand SNS are also 

Depression, Pain, Regret and 

Disappointment. Research Networking 

Sites is a part of Social Networking Sites. 

Research scholars who use research 

networking sites for resource finding might 

have experienced one or the other views.  

Research Scholars use more than 

15 Scholarly Search Engines also called 

“Research Tools”. Recently “Google 

Scholar” & “Research Gate” is the world’s 

largest and most robust search engine. 

“Research Gate” & “Google Scholar” 

academic social network sites are designed 

primarily for researchers to create their 

profiles, upload their scholarly work and 

communicate with peers. Scholarly search 

tools enable the researcher to search for 

scholarly literature which includes peer-

reviewed papers, thesis, books, preprints, 

abstracts, and technical reports from 

comprehensive surveys (broad areas of 

research).  

2. Literature Review  
Throughout the last two decades, there 

have been RNS. 

The study conducted by Kenchakkanavar 

& Hadagali (2016) discuss awareness of 

SNSs, commonly used SNS period of using 

SNS preference of using SNSs, a problem 

faced while accessing SNSs, impact been 

number of crucial evolutions in the web 

mostly among Research Networking Sites 

(RNS) of SNSs on research work etc. in 

their paper “Attitude of Research Scholar 

on the use of Social Networking Sites” 

Mike Thelwall, KayvanKousha discuss 

the “ResearchGate Vs. Google Scholar: 

Which finds more early citations?” In this 

research paper they focus on who got the 

most citations; they only compare one 

research tool with another research tool. 

According to their research they said that 

the ResearchGate correlated most strongly 

with Google Scholar citations.  

According to Kumar & Kumar (2013), 

more attention is received by SNSs in every 

sector. Then the authors study the “Use of 

Social Networking Sites SNS – A study of 

MaharshiDayanand University, Rohtak, 

India” they concentrate on the activities and 
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reasons for using SNSs by PG students, 

research scholars etc.  

Jeyapragash & Arputharaj (2011) in 

their paper entitled “Social Networking 

Tools for Research Scholars: an overview”. 

A finding of their study shows that 

nowadays social networking tools are very 

popular. Research has been expanding in 

all directions and the importance of 

research in the educational field has 

become increased. 

The study conducted by Reza, 

Rigi&Ganjali evaluated the three criteria, 

recall preciseness &significance of the four 

search engines which are PubMed, Science 

Direct, and Google Scholars etc. 

Research Tools 
Various scholarly search engines (research 

tools) used by research scholars: - for 

research work are as follows: 

● Google Scholar 

Alex Verstak and Anurag Acharya 

founded Google Scholar on 

November 20, 2004. The fundamental 

goal of Google Scholar was to make 

the world's delinquent solvers 10% 

more capable by making logical 

understanding easier and more exact. 

● Google Books  

Under the codename Project Ocean, 

the project began in 2002. Larry Page, 

a co-founder of Google, has always 

been interested in digitizing books. In 

2002, he and Marissa Mayer 

experimented with book scanning and 

found that digitizing a 300-page book 

takes 40 minutes. 

● Microsoft Academic 

Microsoft Academic is a Microsoft 

Research-developed free public web 

search engine for academic articles 

and literature. The tool was 

relaunched in 2016 with an entirely 

new data structure and search engine 

that uses semantic search technology. 

Over 220 million publications are 

currently indexed, with 88 million of 

them being journal articles. For 

advanced research, the Academic 

Knowledge API provides REST 

endpoints for retrieving information 

from the underlying database. 

● Worldwide Science  

WorldWideScience.org is a 

worldwide science search engine 

(educationalrecords and search 

engines) that aims to speed up 

scientific discovery and advancement 

by facilitating the exchange of 

scientific information. 

WorldWideScience.org, which is 

supported by a multilateral 

corporation, allows anyone with 

internet access to conduct a single-

question search of national scientific 

records and portals in more than 70 

countries, wrapper all of the world's 

inhabited continents and more than 

three-quarters of the world's 

population. From the perspective of 

the user, WorldWideScience.org 

makes the databases behave as if they 

were a single entity. 

● Scienece.gov 

Science.gov is a website that includes 

a search engine and a portal. 

Science.gov is a portal to US 

government scientific and technical 

information and research that uses 

federated search technologies. 

Research.gov, now in its sixth version, 

allows users to search over 38 

databases from 14 federal science 

organizations and 200 million pages of 

science material with just one query, 

and it also serves as a portal to over 

1,900 scientific websites. 

According to a report to Congress in 

2007, "Science.gov experienced 6.5 

million search queries across all of its 

scientific databases and 2.6 million 

page views of its website" in the fiscal 

year 2007. By 2012, the site had 

surpassed 34 million annual page 

views. Science.gov was named one of 

the finest references of 2006 by 

Library Journal in April 2007. 

Science.gov is also the United States' 

contribution to the World-Wide 

Science international platform. 

● Wolfram Alpha 

Wolfram Alpha (also known as 

Wolfram|Alpha) is a Wolfram 

Research subsidiary that develops a 
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computational knowledge engine or 

answer engine. It is an online service 

that provides direct answers to factual 

queries by computing the answer from 

outside supplied "curated data," rather 

than offering a list of booklets or web 

pages that may contain the answer, 

like a search engine might. 

Wolfram Alpha was published on 

May 18, 2009, and is founded on 

Wolfram Mathematica, which is a 

computing platform or toolkit that 

includes computer algebra, symbolic 

and numerical computation, 

visualization, and statistical 

capabilities. 

● Refseek 

Students and researchers can use this 

search engine to find academic 

information. Searches online sites, 

books, encyclopedias, and periodicals 

for relevant academic search results. 

● Educational Resources Information 

Center 

ERIC's mission is to provide 

ainclusive, easy-to-use, searchable, 

Internet-based bibliographic and full-

text database of tutoring research and 

information to educators, researchers, 

and the general public. Education 

research and knowledge are beneficial 

to teaching, learning, and educational 

decision-making. 

ERIC has 1.5 million bibliographic 

entries (citations, abstracts, and other 

relevant data) of journal articles and 

other educational materials, with 

hundreds of new records uploaded 

each week. A key feature of ERIC is 

its library of grey fiction in learning, 

which is mostlyaccessible in full text 

in Adobe PDF format. In full text, 

around a fourth of the whole ERIC 

Collection is available. Links to 

originator websites and/or library 

holdings are frequently used to access 

materials that do not have full text 

(mostly journal articles). In most 

cases, ERIC's database contains 

articles relating to education. "The 

Economic, Social, and Administrative 

Pharmacy (ESAP) Self-control at US 

Schools and Colleges of Pharmacy," 

for example, is a sample article. 

● Virtual Learning Resource Center 

The Virtual Learning Resources 

Center directories thousands of the 

world's best academic information 

websites, as determined by teachers 

and librarians, to provide students and 

teachers with up-to-date, correct 

content for school and university 

academic assignments. 

● iSeek 

iSEEK Education is a specialized 

search engine for scholars, tutors, 

superintendents, and caregivers. • 

Secure - Using secure search 

technology will put your mind at ease. 

● Research Gate 

ResearchGate is a profitable social 

networking site for scientists and 

researchers in Europe. It allows them 

to share articles, ask and answer 

questions, and connect with partners. 

It is the biggest academic social 

network in relations of active users, 

giving to a 2014 study by Nature and a 

2016 object in Times Higher Learning, 

even though other facilities have more 

recorded users, and a 2015–2016 

survey suggests that almost as many 

academics have Google Scholar 

outlines. 

While reading papers does not 

necessitate registration, site members 

must have an email address from a 

recognized university or be manually 

long-established as aavailable 

researcher to create an account. Users 

can create user profiles and post 

research output such as articles, data, 

chapters, negative results, patents, 

research plans, methodologies, 

presentations, and software source 

code. Users can also participate in 

discussions with other users by 

following their actions. Interactions 

with other users can also be blocked 

by individuals. 

The site has been chastised for 

sending unwelcome email invitations 

to coauthors of articles listed on the 

site that were written to look as if they 
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were directed by other coauthors of 

the articles (a practice the site claimed 

to have stopped as of November 2016) 

and for automatically generating 

apparent profiles for non-users who 

have complained that they have been 

misrepresented by them. 

● BASE 
BASE (Bielefeld Academic Search 

Engine) is a scholarly online resource 

search engine developed by Bielefeld 

University Library in Bielefeld, 

Germany. Apache Solr and VuFind 

are examples of free and open-source 

software. It collects OAI metadata 

from institutional repositories and 

other academic digital libraries that 

use the Open Archives Initiative 

Protocol for Metadata Harvesting 

(OAI-PMH), normalizes and indexes 

the data, and then makes it searchable. 

The library indexes selected websites 

and local data collections in addition 

to OAI metadata, all of which may be 

searched using a single search 

interface.  

If available, operators can search 

bibliographic metadata, with abstracts. 

BASE, on the other hand, does not 

presently provide a full-text search. It 

differs from commercial search 

engines in a number of ways, 

including the sorts and types of 

resources it searches for, as well as the 

information it provides about the 

results it discovers. Drill-down menus 

can be used to narrow down the results 

(faceted search). Bibliographic data is 

available in a variety of forms, and the 

results can be filtered by a variety of 

criteria, including author or 

publication year. 

EBSCO Information Services, which 

integrated BASE into their EBSCO 

Discovery Service, is one of the 

paying customers (EDS). A BASE 

search may be integrated into non-

commercial applications for free via 

an API. BASE is becoming a more 

significant part of open access 

initiatives that want to make their 

digital archive holdings more visible. 

BASE crossed the 100 million 

document milestone on October 6, 

2016, taking indexed 100,183,705 

documents from 4,695 content 

sources. 

● Infotopia 

Infotopia is a search engine for 

academics that caters to students, 

teachers, and homeschoolers. It was 

created by librarians to enable access 

to already validated websites picked 

by libraries, teachers, and educational 

professionals via a Google custom 

search. Sci/Tech, pictures, games, and 

more are among the topics covered. 

Each topic is further subdivided; for 

example, scientific themes are further 

classified into earth science, biomes, 

and ask an expert resource, among 

other things. 

● PubMed Central 

PubMed is a free search engine that 

primarily accesses the MEDLINE 

database of life sciences and 

biomedical references and abstracts. 

The database is maintained by the 

National Institutes of Health's 

National Library of Medicine (NLM) 

as part of the Entrez information 

retrieval system. 

From 1971 to 1997, institutional 

facilities, such as university libraries, 

were the primary sources of online 

access to the MEDLINE database. 

PubMed, which was originally 

released in January 1996, ushered in a 

new era of private, free MEDLINE 

searching from the comfort of one's 

own home or office. Beginning in June 

1997, the PubMed system was made 

available to the general public for free. 

● Lexis Web 

Lexis Web is a legal search engine 

offered by LexisNexis, an online 

information provider. The search 

engine allows LexisNexis users to 

search for keywords in a selection of 

hand-picked, freely available full-text 

legal resources as well as additional 

subscription content. Legal themes 

gathered from the LexisNexis legal 

classification system, subject, source, 
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geography, companies, persons, and 

keywords are among the filters 

available. These topics are then 

divided into more precise subgroups 

that are relevant to the search. The 

search terms are emphasized in the 

results, along with a link to the source. 

This is a free beta version of the 

service that is currently available. 

 

Objective 

● To make the research scholars of 

various research tools. 

● To identify the best tool for 

research scholar-related research 

work. 

● To know the limitation while using 

research tools. 

● To explore the benefits of research 

tools.  

Presentation, Analysis, and 

Interpretation of Data   

The study selected randomly 250 

Research Scholars from different age 

groups. The demography data shows 

different parameters of the study like  

● Qualification wise Number of 

Respondents. 

Chart 1 provides a summary of the basic 

information of the respondents covered by 

the study. Out of 250 respondents, 92 are 

Ph.D. Research Scholars, 35 have 

completed their Ph.D., 32 are M.Phil. 

Students, 82 are PG Students, and 9 are 

NET/SET Qualified Students. 

Qualification  N % 

PG  82 32.8 

M.Phil. 32 12.8 

Ph.D. (Completed) 35 14 

Ph.D. (Pursuing) 92 36.8 

NET / SET  9 3.6 

Total 250   

Table 1 Qualification 

 
Chart 1 Qualification 

● Finding their exact Position for 

Research.  
Chart 2 shows the data related to a 

specification from which the data was 

gathered from 250 respondents. There were 

206 responses from Research Scholars, of 

which 19 are Faculty Members who are 

also pursuing a Ph.D., 23 are Faculty and 

Research Guides at the same time, and 2 are 

only Faculty. 

Specification  N % 

Research Scholars 206 82.4 

Faculty and pursuing Ph.D. 19 7.6 

Faculty and Research Guide 23 9.2 

Only Faculty 2 0.8 

Total 250 100 

 Table 2 Specification 

 

Chart 2 Specification 

● Research status  

Chart 3 shows the respondents' research 

status, which reveals that 230 are full-time 

research scholars and 20 are part-time. 

Status N % 

Full Time  230 92 

Part Time  20 8 

Other 0 0 

Total 250   
Table 3 Research Status 
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Chart 3 Research Status 

● RNS prefers to Gathering 

Information 

The respondents were questioned which 

website do you prefer for gathering 

information? Chart 4 shows that 89 

respondents prefer Research Gate for 

information gathering, 85 prefer Google 

Scholar, 67 prefer Microsoft Academia, 

and the remaining use various tools for 

information gathering. 

No. of Tools N % 

Google  Scholar 85 34 

Google Books  25 10 

 Microsoft Academic 67 26.8 

Worldwide Science  30 12 

 Scienece.gov 35 14 

Wolfram Alpha 12 4.8 

  Refseek 13 5.2 

Educational Resources 

Information Center 
19 7.6 

 Virtual Learning 

Resource Center 
18 7.2 

iSeek 13 5.2 

Research Gate 89 35.6 

BASE 7 2.8 

Infotopia 22 8.8 

PubMed Central 21 8.4 

 Lexis Web 14 5.6 

Total 250   

Table 4 Preference 

 

 

Chart 4 Preference 

● Research Scholars started searching 

for scientific resources 

According to the study's findings, the 

majority of respondents' first choice for 

starting their search for scientific resources 

is Google Scholar, followed by 

ResearchGate. 

Tools N % 

Research Gate  70 28 

Google Scholar 63 25.2 

Grammerly 15 6 

Microsoft Academic  35 14 

Quill Bot (parapharasing 
Tools) 

17 6.8 

Other 50 20 

Total 250   
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Chart 5 Resources 

● A number of tools used for 

research work. 

According to data analysis, the majority of 

scholars used more than 5 research tools for 

their research work. 

Tools N % 

1 0 0 

3 25 10 

5 34 13.6 

More than 5  191 76.4 

Total 250   

 Table 6 Number of Tools Used  

 

Chart 6 Number of Tools Used 

 

● Satisfied by using Research 

Tools 

 

Chart 7 

Chart 7 depicts the level of satisfaction of 

respondents using RNSs, out of 250 

respondents, 70 are satisfied with 

ResearchGate, 63 with Google Scholar, 15 

with Grammarly, 35 with Microsoft 

Academic, and the remaining 50 are 

satisfied with other sources. 

Table 7 Satisfaction 

● RNS usefulfor managing 

references & citations. 
The respondents were asked whether 

Research Networking Sites are useful 

for research work. There were 144 

responses from Research Scholars who 

said it was useful, 33 who said no, and 

73 who said they couldn't tell. 
Response N % 

Yes  144 57.6 

No  33 13.2 

Can't Tell 73 29.2 

Total 250   

Table 8 References & Citation 

Conclusion, Recommendation, and 

Direction for Further Research  

 The present study was focused on 

awareness of research networking tools 

among researchers. Research Networking 

Tools come up with various ways for 

scholars to interconnect worldwide. 

Researchers keep themselves renovated by 

browsing accounts of each other, sharing 

professional and personal information at 

multinational accessible programs. In the 

present research it is found that most of the 

research scholars are not aware of all RNT, 

most of the scholars only know about 

ResearchGate and Google Scholar, but it 

was noted that only few people are aware 

of more than 15 Research Tools. 
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Abstract: In manufacturing plants, automation has been actively followed over 50 years. Automation can be 

defined as the technology through which a process is executed with least man interference. The interest toward 

automation in food processing industries is mainly due to the tremendous development of computer hardware and 

software technologies. The generation has finished a full circle via giving lower back to irrigation the modern day 

developments and techniques which have been evolved. The Internet of Things (IoT) allows items to be recognized 

and operated remotely using existing network infrastructure, which opens up new possibilities. More direct 

communication between the physical and virtual worlds, as well as computer-based systems, leads to increased 

efficiency, accuracy, and financial advantage. Smart irrigation answers are the evolving trend in each day lives. 

The Smart Irrigation System offers a wide range of applications for automating the whole irrigation system. Using 

an ESP8266 NodeMCU Module and a DHT11Sensor, which creates an IoT- based irrigation system. It will not 

only irrigate the soil based on the moisture level, but it will also send data to the ThingSpeak Server to maintain 

track of the land condition.  

Keywords: Industrial Automation, IoT, ThingSpeak, Smart Farming using Arduino, Wi-Fi module ESP8266. 

 

1.    INTRODUCTION 
 Global and regional scale 

agricultural monitoring systems aim to 

provide up-to-date information regarding 

food production. In IoT-based smart farming, 

a system is built for monitoring the crop field 

with the help of sensors like light, humidity, 

temperature, soil moisture, etc. The farmers 

can monitor the field conditions from 

anywhere. IoT-based smart farming is highly 

efficient when compared with the 

conventional approach. The proposed IoT 

based Irrigation System uses ESP8266 

NodeMCU Module and DHT11 Sensor. It 

will not only automatically irrigate the water 

based on the moisture level in the soil but also 

send the Data to ThingSpeak Server to keep 

track of the land condition. Due to the recent 

advances in sensors for the irrigation systems 

for agriculture and the evolution of WSN and 

IoT technologies, these can be applied in the 

development of automatic irrigation systems. 

The system will determine the parameters 

that are monitored in irrigation systems 

regarding water quantity and quality, soil 

characteristics, weather conditions, and 

fertilizer usage and provide an overview of 

the most utilized nodes and wireless 

technologies employed to implement WSN 

and IoT based smart irrigation systems [1]. 

Connectivity, analysis, integration, active 

participation, and many other elements of IoT 

are among the most significant features on 

which it operates. 

Use of automation in agriculture 

 Lower operating cost of labor, and 

energy savings which leads to 

minimal material waste and accuracy 

for operation. 

 For increase in worker safety at the 

workplace and operational 

productivity. 

 Reduce water consumption. 

 Dryness can be easily detected in 

soil. 

 Saves time in accomplishing specific 

objective [2]. 

2. CURRENT IRRIGATION TYPES 

2.1 Tank Irrigation 
 A tank is developed by constructing 

a small bund of earth or stones built across a 
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stream. The water impounded by the bund is 

used for irrigation and other purposes. 

2.2 Drip Irrigation 
 Drip irrigation is the most effective 

way to supply water and nutrients to crops. It 

provides water and nutrients straight to the 

root zone of the plant in the proper amounts 

and at the right times, ensuring that each plant 

receives precisely what it requires, when it 

requires it, to grow effectively. 

Water and fertilizers are supplied throughout 

the field in ‘dripperlines,’ which are made up 

of smaller units called ‘drippers’. Each 

dripper produces water and fertilizer-

containing drips, resulting in consistent water 

and nutrient delivery to each plant’s root zone 

over an entire field. 

2.3 Sprinkler Irrigation 
 In this method, water is sprayed into 

the air and allowed to fall on the ground 

surface somewhat resembling rainfall. The 

spray is developed by the flow of water under 

pressure through small orifices or nozzles. 

The sprinkler irrigation system is a very 

suitable method for irrigation on uneven 

lands and on shallow soils. 

2.4 Furrow Irrigation 
 Furrow irrigation is a type of surface 

irrigation in which trenches or ‘furrows’ are 

dug between crop rows in a field. Farmers 

flow water down the furrows and it seeps 

vertically and horizontally to refill the soil 

reservoir. Flow to each furrow is individually 

controlled. 

2.5 Surge Irrigation 

 Surge irrigation is a variant of furrow 

irrigation where the water supply is pulsed on 

and off in planned time periods. The wetting 

and drying cycles reduce infiltration rates 

resulting in faster advance rates and higher 

uniformities than continuous flow. 

2.6 Ditch Irrigation 

 It is a traditional method, where 

seedlings are planted in rows by digging and 

creating the ditches. In between the rows of 

plants, canals or furrows are placed to water 

the plants. The water from the main ditch to 

the canals is moved by using Siphon tubes. 

This type of an irrigation system was very 

popular in the USA, but it is has now been 

replaced with modern systems. 

2.7 Rotary System 

 For larger areas and where the 

sprinklers can reach distances of up to 100 

feet are best suited with such method of 

irrigation. The mechanical driven sprinklers 

moving in a circular motion are indicative of 

the word “Rotary”, which are responsible for 

reaching greater distances. This system with 

small amounts of water waters a larger area 

over a longer period of time [3]. 

3. HARDWARE AND SOFTWARE 

REQUIREMENTS 
3.1 Hardware Requirements 

NodeMCU: - Node MCU is an open-source 

Lua-based firmware and development board 

for the Internet of Things (IoT). It comprises 

both software and hardware for E spress if 

System’s ESP8266 Wi-Fi SoC and the ESP-

12 module. The main reason to choose this is 

that it is inexpensive and comes with a built-

in Wi-Fi module. It can be programmed using 

the Arduino IDE software since it is 

comparable to Arduino. For connecting to 

external devices, it includes ten General 

Purpose Input/Output pins. This is a normal 

NodeMCU with pin numbers. 

Soil Moisture Sensor: - The Soil Moisture 

Sensor is a simple component that can be 

used to determine the moisture content of soil 

and other similar materials. The soil moisture 

sensor is easy to install and use. The sensor’s 

two large exposed pads act as probes, and 

when used together, they function as a 

variable resistor. The higher the water 

content in the soil, the better the conductivity 

between the pads, leading in reduced 

resistance and a higher SIGout. It’s often 

used to control water supply and other bottle 

upgrades in greenhouses. Biology 

experiments to track the amount of water in 

the soil. 

DHT 11:- The dht11 sensor, which combines 

a temperature and humidity sensor, produces 

digital or analogue data. It provides 

information on the temperature around the 
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plant, as well as the degree of humidity in the 

surrounding environment if it need additional 

sunlight. The electrical resistance between 

the two electrodes is used to detect water 

vapour. The electrode and the substrate, 

which is responsible for holding moisture 

when in contact with the surface, make up the 

humidity sensing component. The substrate 

is responsible for the release of ions. As soon 

as water vapour is absorbed by the electrodes, 

the conductivity between them increases. The 

dht11 sensor’s calibration result is quite 

accurate. The DHT11 sensor has a wide range 

of applications due to its compact size and 

low power consumption. It can also send and 

receive signals up to 20 metres away. A four-

pin single row pin box was the product we 

utilized. 

Jumper Wires:- Jumper wires are simply 

wire that has connector pins at each end, 

allowing them to be used to connect two 

points to each other without soldering. 

Jumper wires are typically used with 

breadboards and other prototyping tools in 

order to make it easy to change a circuit as 

needed. Though jumper wires come in a 

variety of colors, the colors don’t actually 

mean anything. This means that a red jumper 

wire is technically the same as a black one. 

But the colors can be used to your advantage 

in order to differentiate between types of 

connections, such as ground or power. For 

this project two varieties of jumper wires 

were use Male to Male and Female to male. 

Breadboard:- A breadboard is a solderless 

device for temporary prototype with 

electronics and test circuit designs. Most 

electronic components in electronic circuits 

can be interconnected by inserting their leads 

or terminals into the holes and then making 

connections through wires where 

appropriate. The breadboard has strips of 

metal underneath the board and connect the 

holes wiring electrical circuits. Breadboards 

acquired their name because they are similar 

in shape to cutting boards used for cutting 

unsliced bread. 

Usb connector: - The connection between 

the NodeMCU and laptop [4]. 

3.3 Software Requirements 

Arduino IDE: - Arduino is an open-source 

prototyping platform based on easy-to-use 

hardware and software. The Arduino 

Integrated Development Environment or 

Arduino Software (IDE) - contains a text 

editor for writing code, a message area, a text 

console, a toolbar with buttons for common 

functions and a series of menus. It connects 

to the Arduino and Genuino hardware to 

upload programs and communicate with 

them. Programs written using Arduino 

Software (IDE) are called sketches. These 

sketches are written in the text editor and are 

saved with the file extension ino. The editor 

has features for cutting/pasting and for 

searching/replacing text. The message area 

gives feedback while saving and exporting 

and also displays errors. The console displays 

text output by the Arduino Software (IDE), 

including complete error messages and other 

information. The bottom right-hand corner of 

the window displays the configured board 

and serial port. The toolbar buttons allow you 

to verify and upload programs, create, open, 

and save sketches, and open the serial 

monitor. Verify Checks your code for errors 

compiling it. Upload Compiles your code and 

uploads it to the configured board. 

ThingSpeak: - ThingSpeak is an open source 

“Internet of Things” platform that uses HTTP 

to store and retrieve data from connected 

devices. You can use ThingSpeak to build 

sensor recording apps, location tracking apps, 

and a social network of objects that posts 

status updates. Data is saved in ThingSpeak 

channels. To a ThingSpeak channel, you may 

upload data from the web or transfer data 

from devices. These applications can be used 

to alter and view data or to initiate an action. 

MathWorks manages the ThingSpeak 

service. For tiny, non-commercial projects, 

ThingSpeak is free. ThingSpeak offers a 

REST API Web Service that allows you to 

gather and store sensor data in the cloud and 

construct Internet of Things applications. It 
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works with Arduino, Raspberry Pi, and 

MATLAB (premade libraries and APIs are 

available), but as it uses a REST API and 

HTTP, it should work with any programming 

language. [5] 

 

4. PERFORMANCE AND RESULT 
1. IOT (internet of Things) part: Data are sent 

from node 1 to Node 2. Node 2 receives the 

data &amp; transfers the data to Thingspeak 

cloud server through internet. These data are 

received by node 3 via internet. This is real 

time data monitoring. 

2. WSN (Wireless Sensor Network) Part: 

Data is sent from node 1 to node 2 

wirelessly.nRF4L01 is mounted with it. 

 In smart farming, sensors are applied 

for gathering the data from various filed like 

temperature sensor, Humidity sensor, Soil 

moisture sensor, and ThingSpeak IoT app. 

These sensors are well connected with the 

microcontroller. Microcontroller receives the 

data from the sensors and checks the 

threshold values. Then according to the 

threshold values, it takes the needful action 

and also informed the farmer by the message. 

The all the process completed by the Wi-Fi 

module. Nowadays, the culture of the poly 

house increasing day by day because in the 

poly house setup we can control the 

temperature, humidity, pest attack, and 

irrigation process. By smart farming, we can 

also minimize the human efforts to maximize 

productivity. 

 
 

 
 

4.1 At Morning 

The variation of temperature with 

respect to time in the morning of a particular 

day is shown in Fig.(a). The data was 

monitored and recorded between 8:55 to 9:40 

a.m. It is seen that the temperature was varied 

between 23o to 24o C. Fig.(b) depicts the 

variation of humidity of the environment 

with time between 8:55 to 9:40 a.m of the 

same day in the morning. At 08:55 a.m. the 

value of the humidity was 83%. Then it 

varied between 79% - 81% with time and 

finally set at 80% at 09:40 a.m. The recorded 

soil moisture versus time graph of that day 

between 8:55 to 9:40 a.m is shown in Fig.(c). 

It is observed that the soil moisture value was 

varied over time in the morning. At 08:55 

a.m. the value of soil moisture was 55%, 

which was decreased to 46% at 09:45 a.m. 

 

Figure 1: Recorded data in the morning (a) 

Temperature Vs Date/Time graph; (b) 

Humidity Vs Date/Time; (c) Soil Moisture Vs 

Date/Time 

4.1 At Afternoon 

The variation of temperature with 

respect to time in the afternoon of a particular 

day is shown in Fig. (a).The data was 

monitored and recorded between 14:45 to 

15:25 p.m. It is seen that the temperature was 

varied between 24o to 25o C. Fig.(b) depicts 
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the variation of humidity of the environment 

with time between 14:45 to 15:25 p.m of the 

same day in the afternoon. At 14:45 p.m. the 

value of the humidity was 68%. Then it 

varied between 69% - 77% with time and 

finally set at 77% at 15:25 p.m. The recorded 

soil moisture versus time graph of that day 

between 14:45 to 15:25 p.m is shown in 

Fig.(c). It is observed that the soil moisture 

value was varied over time in the afternoon. 

At 14:45 p.m. the value of soil moisture was 

39%, which was initially decreased with time 

and going below the lower threshold value of 

30% at 15:00 pm. After that, it was starts to 

increase at 15:09 p.m. after the plant was 

watered which increased to 79%. 
 

 

 
Figure 2: Recorded data in the afternoon (a) 

Temperature Vs Date/Time graph; (b) 

Humidity Vs Date/Time; (c) Soil Moisture Vs 

Date/Time 
 

5. CONCLUSION  
The purpose is to develop a sensor 

based smart irrigation system with the 

capabilities of remote monitoring and 

controlling of water usage in the agriculture 

field using IoT. The system consists of a 

microcontroller (Node MCU), sensors (soil 

moisture, DHT11), and irrigation of a water 

pump with a decision-making system. 

Sensors are linked to a Wi-Fi module (Node 

MCU) and are interdependent to provide 

increased sensitivity to the irrigation system. 

The data obtained has been uploaded to the 

cloud (ThingSpeak) and presented in the 

form of graphs accessible via the website. 

This IoT based smart irrigation system uses 

minimum human efforts and permits the user 

to monitor and control the wet of the soil to 

the crop in an efficient and economical way. 

It can also improve irrigation ways, increase 

productivity, and ensure effective uses of 

restricted resources, decrease 

implementation and maintenance cost as 

compared to the available automatic 

irrigation system. So this system is very 

useful for poor farmers in their farming. 

 For agriculture, regular updates of 

the crop like moisture, humidity and 

temperature are most important. IoT will help 

to enhance smart farming. Using IoT the 

system can predict the soil moisture level and 

humidity so that the irrigation system can be 

monitored and controlled. IoT works in 

different domains of farming to improve time 

efficiency, water management, crop 

monitoring, soil management and control of 

insecticides and pesticides. This system also 

minimizes human efforts, simplifies 

techniques of farming and helps to gain smart 

farming. Besides the advantages provided by 

this system, smart farming can also help to 

grow the market for farmer with single touch 

and minimum effort. 
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Abstract: This research paper explores the evolution of time series models over time. Time series analysis is 

an essential tool in many fields, including economics, finance, and environmental science. This study reviews 

the development of time series models from the classical linear models to the more recent non-linear and 

machine learning models and the deep learning models. The paper examines how the evolution of models has 

impacted the accuracy of forecasting and the interpretation of results. The research also highlights the 

importance of selecting the appropriate model for a given time series data set. Overall, this study provides a 

comprehensive overview of the evolution of time series models and their impact on the field of time series 

analysis. 

Keywords: Time series, ARIMA, SARIMA, LSTM, GRU, long-term dependency, Bi-LSTM 

 

1. Introduction 

 

1.1 Fundamental difference between 

Time Series model and Regression 

model: 
Time series data is a sequence of 

values observed at equally spaced intervals 

in time, which is used to predict future 

values. Non-time series data solve 

interpolation problems using regression 

models. These models predict values within 

the observed data range, minimizing 

prediction errors. In contrast, time series 

problems solve extrapolation problems by 

using historical data, or lag values, to predict 

the future. The prediction error increases as 

more steps are predicted. 

 
Fig.1: Sample Time series Data for Air 

Quality 

Regression models analyze the 

relationship between dependent (y) and 

independent (x) variables, such as analyzing 

sales of air conditioning units in different 

weather conditions. Time series models use 

lag values or historical data to predict future 

values, such as weather forecasting. 

 

1.2 Different types of Forecasting: 

Forecasting can be categorized as 

follows: 

1. Single variate with Single step 

prediction: 

2. Single variate with Multi horizon 

prediction: 

3. Multi variate with Single step 

prediction: 

4. Multi variate with Multi horizon 

prediction:

  

Time series can do both single step 

and multi-step forecasting. 

Single variate with Single step prediction: 

Xt+1  : Tt+1  =  { Xt : Tt,  Xt-1 : Tt-1, …. , 

X1 : T1, X0 : T0} 

 

Single variate with Multi horizon 

prediction: 

Xt+3 : Tt+3 , Xt+2 : Tt+2 , Xt+1 : Tt+1  =  { 

Xt : Tt,  Xt-1 : Tt-1, …. , X1 : T1, X0 : T0} 

 

Multi variate with Single step prediction: 

Xt+1 : Tt+1 ={  { X1(t)  :Tt,  X 1(t-1) : T(t-

1), …. , X11  : T1, X10  :T0 } , { X(t)  : Tt,  

X 2(t-1) : T(t-1) , …. , X21  : T1, X20  :T0 

}, { X1(t)  : Tt,  X 1(t-1) : T(t-1), …. , X11 : 

T1, X10  : T0} } 

 

Multi variate with Multi horizon 

prediction: 
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Xt+3 : Tt, Xt+2 : Tt, Xt+1 : Tt = { Xt : Tt,  

Xt-1 : Tt-1, …. , X1 : T1, X0 : T0} 

 

where Ti represents different time steps, and 

Xij (i is the feature number, and j is the time 

step). 

Time series analysis is a statistical 

technique used for identifying seasonality, 

trends, and cyclic characteristics within a 

dataset. The objective is to develop models 

that can effectively predict future 

observations based on patterns within the 

data. This method is widely applied across 

various domains such as medicine, sales 

forecasting, weather prediction, and air 

quality forecasting, among others, with 

direct implications for society. Therefore, 

researchers must possess the requisite skills 

to handle such data efficiently. 

2. The Evolution of different time 

series models over time: 

The paper discusses how traditional 

machine learning models were not effective 

in accurately predicting time series data with 

seasonality and trends. As a result, 

specialized time series models were 

developed to handle these characteristics. 

Statistical machine learning models such as 

ARMA, ARIMA, and SARIMAX were 

commonly used for time series prediction, 

but manual feature extraction was required. 

2.1 Support Vector Regression Model:  

SVR is a machine learning 

algorithm that can be used to solve both 

classification and regression problems. It 

works by locating a hyperplane in a high-

dimensional space with the greatest margin 

between the training data and the 

hyperplane. SVR is an extremely powerful 

algorithm that has been used in a variety of 

applications, including time series analysis. 

Kim[1] presents a study on using 

Support Vector Machines (SVM) for 

financial time series forecasting to predict 

future values based on historical data. 

However, there are some potential 

drawbacks to using SVM for time series 

forecasting, such as SVM can be sensitive to 

the kernel function used, may not capture 

complex dependencies between past and 

future values, is computationally expensive 

when dealing with large datasets, and may 

not handle non-stationary time series well. 

As a result, it may not be suitable for all 

types of time series data. 

2.2. ARMA, ARIMA Model: 

To improve the accuracy of time 

series forecasting, the ARMA[2] model was 

combined with soft computing techniques 

such as fuzzy logic, neural networks, and 

genetic algorithms. However, when the data 

is non-stationary, it fails to provide an 

accurate prediction. The model must go 

through statistical tests to determine the 

stationarity of the data, such as the Dickey 

Fuller Test, which uses the P-value to 

determine the stationarity of the data. If the 

time series is non-stationary, methods such 

as Auto Correlation Factor (ACF) and 

Partial Autocorrelation Factor (PACF) are 

used to calculate the values of the hyper 

parameters, p, d, and q. To get the best 

results, we must select the best value for 

these parameters, which is a difficult and 

time-consuming task.The ARIMA[3] model 

was developed to work with non-stationary 

time series data. Auto ARIMA performs a 

grid search and tries various combinations of 

p,d,q to find the best values..  

2.3. SARIMA Model: 

The SARIMA[4] model was 

developed to specifically address seasonality 

in data. SARIMA (Seasonal Autoregressive 

Integrated Moving Average) models are a 

type of time series model that is specifically 

designed to deal with data seasonality. By 

incorporating seasonal factors into the 

modelling process, SARIMA models extend 

the ARIMA (Autoregressive Integrated 

Moving Average) model. 

Seasonal factors are modelled in a 

SARIMA model using additional 

autoregressive, differencing, and moving 

average terms, which capture the cyclic 

patterns in the data. Because these seasonal 

terms allow the model to capture both short-

term and long-term seasonal fluctuations in 
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the data, the SARIMA model is especially 

useful for forecasting and analysing time 

series data with seasonal patterns. 

2.4. VAR Model: 

 

ARMA and ARIMA models are 

designed to model univariate time series 

data, only consider the value of a single 

variable at each time point. A vector 

autoregression[5] (VAR) model is a type of 

multivariate time series model that can be 

used to model the joint behavior of multiple 

time series variables. VAR models are used 

when the variables in the time series are 

interdependent and influence each other's 

behavior over time.VAR models can be a 

good choice when there is no clear 

distinction between a dependent variable and 

independent variables, as is often the case in 

multivariate time series analysis. VAR 

models allow each variable in the system to 

be modeled as a linear function of its own 

past values and the past values of all other 

variables in the system.VAR models are 

useful in a variety of applications, such as 

macroeconomic forecasting, financial 

modeling, and climate modeling. However, 

they can be sensitive to the choice of lag 

length and may suffer from the curse of 

dimensionality when the number of 

variables is large. 

There are other problems like 

manual data collection and saving error, 

problem with electronic device like sensors 

which is used to collect the data, as well as 

the problem in the data itself. And many of 

the above models could not address these 

issues properly. And also failed to give 

accurate prediction when there exist a very 

long dependencies in the data set.   

2.6. Classical RNN Model: 

Recurrent Neural Networks (RNNs) 

are a class of artificial neural networks 

designed to model sequential data such as 

time series. However, traditional RNNs 

suffer from several problems when used for 

time series analysis.One problem is the 

vanishing gradient problem[6],which occurs 

when the gradients used to update the RNN 

weights become very small during training. 

This can cause the network to have difficulty 

learning long-term dependencies in the time 

series, leading to poor performance in tasks 

such as predicting future values. 

Another problem is the difficulty in 

modeling variable-length sequences. 

Traditional RNNs have a fixed-size internal 

state, which can make it difficult to model 

sequences that vary in length, such as those 

that are truncated or padded.Finally, 

traditional RNNs can be computationally 

expensive to train and prone to overfitting, 

especially when dealing with high-

dimensional time series data. 

To overcome these problems, 

researchers have developed various types of 

RNNs which are specifically designed to 

handle these issues. These models use 

specialized cells that can learn to selectively 

retain or discard information from previous 

time steps, allowing them to better handle 

long-term dependencies and variable-length 

sequences. Additionally, regularization 

techniques such as dropout can be used to 

prevent overfitting. 

2.7. LSTM and GRU Model: 

Long Short-Term Memory (LSTM) 

is a type of recurrent neural network (RNN) 

that is commonly used for time series 

analysis. LSTM was first introduced by 

Hochreiter and Schmidhuber 1997[7] as a 

solution to the problem of vanishing 

gradients in traditional RNNs.Since its 

introduction, LSTM has been widely 

adopted in the field of time series analysis 

and has been used for a variety of 

applications such as stock price prediction, 

weather forecasting, energy consumption 

forecasting, and more.LSTM has been 

shown to outperform traditional time series 

models such as ARIMA and exponential 

smoothing in many applications. 

A Gated Recurrent Unit[8] (GRU) is 

a type of recurrent neural network (RNN) 

that is commonly used in time series analysis 

proposed by choet.,al.,[9]. GRU is similar to 

the Long Short-Term Memory (LSTM) 

model but has fewer parameters, which 



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 211 

 
 

makes it computationally efficient. It has a 

gating mechanism that controls the flow of 

information through the network, which 

helps in avoiding the vanishing gradient 

problem in RNNs. 

LSTM and GRU are similar in that 

they both use gated units to selectively 

update information in the memory cell, 

allowing the network to remember important 

information over longer periods of time. 

However, they differ in their architectures 

and how they use these gates. 

In LSTM model, there are three 

gates: the input gate, the forget gate, and the 

output gate. The input gate controls how 

much new information is added to the 

memory cell, while the forget gate controls 

how much information is retained in the cell 

from previous time steps. The output gate 

controls how much information from the 

memory cell is used to generate the output at 

each time step. In GRU model, there are only 

two gates: the reset gate and the update gate. 

The reset gate determines how much of the 

previous hidden state is used to calculate the 

current hidden state, while the update gate 

determines how much of the new input and 

the previous hidden state are combined to 

create the new hidden state. 

Both LSTM and GRU models have 

been shown to be effective in modeling long-

term dependencies in time series data, and 

their performance may vary depending on 

the specific task and dataset. However, in 

general, LSTM models tend to perform 

better when dealing with long-term 

dependencies and complex sequences, while 

GRU models are simpler and more 

computationally efficient, making them a 

good choice for simpler datasets or real-time 

applications where speed is important.In a 

study by Zhang et al. (2018)[10], LSTM was 

used to predict the daily closing price of the 

stock market, and it achieved better accuracy 

than traditional time series models. 

Similarly, in a study by Yao et al. 

(2018)[11], GRU was used to predict traffic 

congestion in urban areas, and it 

outperformed other machine learning 

models. 

2.8. Bi-LSTM Model: 

BiLSTM[12]models are a powerful 

tool for time series analysis, particularly 

when the task requires capturing long-term 

dependencies and handling variable-length 

sequences. Their ability to model both past 

and future context at the same time makes 

them well-suited for a wide range of 

applications in fields such as finance, 

energy, and healthcare. 

BiLSTM (Bidirectional Long Short-

Term Memory) models are a type of 

recurrent neural network that have been 

successfully used in many time series 

analysis tasks. They are particularly 

effective for tasks that require the model to 

capture long-term dependencies in the data, 

as well as dependencies that are not easily 

captured by traditional linear models. 

BiLSTM is an extension of LSTM 

that allows the model to process the input 

sequence in both forward and backward 

directions. This is achieved by adding a 

second set of hidden layers that process the 

input sequence in reverse order. By 

combining information from both directions, 

BiLSTM can capture more complex patterns 

in the data and improve prediction 

accuracy.Furthermore, BiLSTMs are able to 

handle variable-length sequences, making 

them well-suited for time series analysis 

where the length of the series may vary from 

one sample to another. They are also able to 

handle input sequences with missing values, 

which is a common issue in real-world time 

series data. These model failed capture the 

complex patterns in the datathat can affect 

the prediction accuracy.  

2.9. Bi-LSTM Attention Model: 

Bi-LSTM Attention Model[13] 

have been increasingly used in time series 

analysis because they allow the model to 

focus on different parts of the time series at 

different times, which can help improve 

performance and accuracy.In traditional 

time series models, the model assumes that 

all time steps are equally important, and 

there is no way to selectively attend to 

specific time steps. However, in many real-
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world time series, different time steps may 

have different levels of importance, and 

some time steps may contain more relevant 

information than others. 

Attention mechanisms enable the 

model to selectively attend to different parts 

of the time series, depending on their 

importance for the task at hand. This can 

help the model identify patterns and 

dependencies that are relevant to the task, 

while ignoring noise or irrelevant 

information.The use of attention 

mechanisms in stock price forecasting can 

enable the model to concentrate on particular 

timeframes where there is considerable 

market fluctuation, while disregarding 

periods when the market is relatively stable. 

Overall, attention mechanisms can help time 

series models better capture complex 

dependencies and patterns in the data, 

leading to improved performance and 

accuracy. 

2.10 Hybrid Model: 

Pure statistical models or pure 

machine learning models may not be able to 

capture all the complex patterns and trends 

present in real-world time series 

data.Statistical models, such as ARIMA or 

exponential smoothing, are often effective at 

capturing linear trends and seasonal patterns 

in time series data, but they may not be able 

to handle more complex patterns, such as 

sudden changes or irregularities in the data. 

On the other hand, machine learning 

models, such as neural networks, can capture 

more complex patterns in the data, but they 

may not be able to handle all the statistical 

properties of the time series, such as 

seasonality or autocorrelation. 

A hybrid model combines the 

strengths of both approaches by 

incorporating both statistical and machine 

learning techniques into a single model. For 

example, a hybrid model may use a 

statistical model to capture the linear trends 

and seasonal patterns in the data, and then 

use a neural network to capture the more 

complex patterns that cannot be captured by 

the statistical model alone. Hybrid models 

provide a more robust and accurate approach 

to time series analysis, as they are able to 

capture both the statistical and complex 

patterns present in real-world time series 

data. 

3. Conclusion: 

Data is crucial in machine learning 

because machine learning and Deep learning 

algorithms learn from the patterns in data to 

make accurate predictions or decisions. 

Without data, there is no way for machine 

learning models to learn and make 

predictions. And data is collected by several 

means like manual entry as well as by 

automatic collection by sensors. So there is 

a lot of chances of missing and imbalanced 

data to be collected and used for the analysis. 

Reading the patterns involved in data is 

becoming highly complicated so these above 

standard models can be combined and used 

for predicting different dataset, so there are 

lots of probable models that can be evolved 

for variety of dataset from different domain 

to get maximum accurate predictions. 
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Abstract: An embedded system is a special-purpose computer designed to perform one or a few dedicated 

functions, often with real time computing constraints. Embedded systems have become very important today as 

they control many of the common devices we use. An embedded micro controller is a chip, which has a computer 

processor and all its support functions, memory (Both program and data) and I/O (including bus interfaces) built 

within the device. 

VLSI (Very Large Scale Integrated Circuits) technology implements an entire microcomputer on a single 

chip. It is computers built on a single circuit board. A motherboard of a personal computer that functions with 

various supporting chips to perform different tasks, Processor consists of a single/dual microprocessor with RAM, 

I/O devices and all other features needed to be a functional computer. A processor chip have gained huge market 

acceptance for embedded applications like process control, industrial computing, data acquisition, research and 

development and military projects. We will be discussing in this paper about the latest microprocessors used. The 

processor is the main component. Hence it is essential to know the type of the processor, processing speed etc. for 

a particular application. For eg Super Scalar Processor using Chip Level Optical Interconnections but for billing 

systems which needs more processing power for the system.   

The paper proposes a comprehensive review of processor which discusses significance of using processor 

to remotely control maximum number of devices so that the applications of Embedded System can be improved 

by connecting more devices to the Microprocessor & Micro controller. 

Keywords: Embedded System, VLSI, scalar processor, hazards. 

 

 

1. INTRODUCTION 

Embedded systems are found in a large 

number of applications. For example, today 

even low-end cars contain several dozen 

processing elements that take care of various 

elements of control, such as fuel-injection, 

anti-lock braking systems, temperature and 

seat-comfort, and navigational assistance, 

among other things Embedded systems 

include a variety of hardware and software 

components, which perform specific 

functions in host systems, for example, 

satellites, washing machines, robots, hand-

held telephones and automobiles. 

With the prospect of a “billion 

transistor” microprocessor chip becoming a 

reality. VLSI will be an important technology 

for high bandwidth, chip level, I/O. 

Optical channels to connect the 

functional units in a superscalar 

microprocessor. This approach enables 

architectures in which the number of 

functional units available for parallel 

instruction execution is significantly larger 

than can be implemented in a purely 

electronic design. The design is implemented 

with number of components. 

In a super scalar microprocessor, high 

performance is achieved by executing 

multiple instructions in parallel. The 

architecture consists of multiple functional 

units, each capable of independent execution, 

with source and result operands delivered via 

local interconnection busses. During program 

execution, a control unit works on a buffer 

filled with instructions that are eligible for 

execution and selects those instructions that 

can be executed without a conflict for 

resources or data. For example, two 

instructions may be in conflict over a specific 

functional unit, a bus, or a port to memory or 

a register file. These types of conflicts are 

collectively referred to as structural hazards. 

There may also be a conflict caused by data 

dependence within a sequence of 
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instructions. In other words, the operand of 

one instruction depends on the result of 

another. These are called data hazards. Other 

conflicts can be caused by uncertainty over 

the outcome of a conditional branch 

instruction. In this case it may be unknown 

whether or not a particular instruction will be 

executed at all. This is called a control 

hazard. These conflicts place a limit on the 

performance of super scalar machine by 

limiting the number of instructions that can 

be executed in parallel. 

In contemporary designs, architects 

have attempted to circumvent this limit by 

building additional functional units. This has 

an obvious impact on structural hazards but 

can also be effective on data and control 

hazards when speculative or redundant 

execution techniques are used. For example, 

if a control hazard introduces uncertainty 

about the outcome of a conditional branch, 

both execution threads are allowed to 

proceed until the uncertainty is resolved. At 

that time, the computation from the untaken 

branch 

is simply discarded. Similarly data 

dependencies can be resolved by speculating 

as to the result of a dependent computation 

and discarding an execution thread if the 

guess was wrong. 

In general, the more speculative 

instruction execution that is possible, the 

greater the effective level of instruction 

parallelism. However, the number of 

functional units that can be built and 

connected on a single chip limits electronic 

designs. As an alternative, we are suggesting 

a design which implements free space optical 

channels as the interconnection busses in a 

multi-chip super scalar system. These high-

speed interchip busses allow us to create 

systems where the number of functional units 

is significantly larger than can be 

implemented in a purely electronic design. In 

this paper we describe a prototype system 

which implements six integer functional units 

and three registers files in a three-chip super 

scalar ALU design. 

 

1.1 ATTRIBUTES OF AN 

EMBEDDED SYSTEM: As embedded 

systems started progressing, they started 

becoming more and more complex. 

Additionally, new attributes that got added to 

these systems were smart and intelligent. Not 

only were the embedded devices able to do 

their jobs but also were able to do them 

smartly.  

 

1.1.1 Computational Power: These 

devices have some amount of computing 

power. A very simple 8-bit controller or a 

high-end 64-bit microprocessor could 

provide this computation power. 

 

1.1.2 Memory: The next requirement 

is memory. These devices possess some 

amount of memory that can be used by the 

processor and also some to remember user 

data and preferences. 

  

1.1.3 Real Time: All the devices 

have to respond to user/environmental inputs 

within a specified period of time.  

 

1.1.4 Communication: The device 

must be able to receive inputs given by other 

devices in the environment, process it and 

provide some solid output to the other 

devices or users.  

 

1.1.5 Dynamic Decisions: The system 

should be able to change its next course of 

activity based 

 

2. CHALLENGES FOR AN 

EMBEDDED SYSTEM:  

 
 The embedded processors are getting 

more and more powerful. It is not uncommon 

to find embedded systems with powerful 

processors, like mobile (GSM/GPRS) 

handsets, high-speed routers, bridges etc. 

Programming for the designing of such 

complex devices offers unique challenges not 
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found in PC/workstations based applications. 

Some of them are listed below: 

 

2.1 Limited Operating System Support 

for Programming: Application programs for 

PCs/workstations are launched from the 

operating system. The tasks like memory 

management, scheduling, hardware 

abstractions and input/output from/to 

peripherals are delegated to OS. All these 

tasks are handled by the operating system in 

a PC environment. In embedded systems, the 

OS is part of application code and it closely 

co-ordinates with the OS to support a 

majority of the features that a desktop OS 

may provide. 

 

2.2 Limited Secondary Memory: Many 

embedded systems do not boot from a hard 

disk. They depend on other types of non-

volatile memory like ROM, FLASH 

memory, instead of secondary memory 

devices. As systems with 16 MB flash are 

considered Premium, therefore our code and 

data sizes must be small.  

 

2.3 Limited Random Access Memory: 

Since embedded systems inherently operate 

with restriction on resources (limited 

resource could be provided), we usually don’t 

have the concept of swapping and virtual 

memory etc., in embedded systems. 

Therefore, while programming for embedded 

systems, we must be very careful about the 

memory leaks because these programs tend 

to run forever, and even a single byte leak in 

some path of execution will definitely bring 

the system to a grinding halt at a later point 

of time.  

 

2.4 Limited Processing Time: We cannot 

afford to have a powerful processor for an 

embedded system because of obvious cost 

considerations. Therefore we may have to 

work with some microcontrollers with less 

powerful configurations. So, the code written 

must be efficient. We have to choose 

appropriate algorithms and cannot choose an 

algorithm with high computing requirements 

unnecessarily.  

 

2.5 Interaction with Hardware: This 

factor singularly differentiates a normal 

application programming from embedded 

programming. An application programmer 

using the most modern operating system can 

develop software, by remained unaware of 

the underlying hardware. But, an embedded 

programmer usually cannot afford this level 

of hardware independence since its code 

directly interacts with the underlying 

hardware. Embedded programmers usually 

have to work with real-time operating 

systems that generally cannot provide such a 

high level of abstraction over hardware due 

to space and time restrictions.  

 

2.6 Absence of standard Input/ Output 

Devices: A PC has standard I/O devices like 

keyboard, mouse and a display that can be 

used to display, what’s happening inside our 

program. But many of the embedded devices 

do not have such I/O devices. So, a 

programmer has no direct way of knowing 

what is happening within the system. This 

seriously limits the amount of debugging 

possible on an embedded system.  

 

3. SYSTEM DESCRIPTION 
We begin our system description 

with an outline of the logical structure of the 

ALU and the topology of the optical buses 

that connect the three ALU chips. Array of 

seed devices, which is partitioned into three 

regions. It contents of three internal 16-bit 

buses and a 4-bit slice of the data on a global 

load/store bus. As shown in the center of 

figure this data is optically split in two and 

directed to one of the outer partitions of each 

of the other two chips. Thus any of the three 

chips has access to the contents of the internal 

buses of the other two. Any or all of the 16-

bit buses within a chip can be switched to 

connect the incoming optical data onto the 

local bus, thus creating a common bus 

connection. On the left side of the figure we 
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show the Control Unit, which generates all 

the control signals for all three chips, and the 

memory unit, which holds both the program 

and data. Turning now to the internal 

organization, figure 2 shows a block diagram 

of the functional units and bus structure 

within a single ALU chip. All of the ALU 

chips in the architecture are identical. Thus 

the three chip ensemble contains six integer 

ALUs, three register files, and common, bit 

sliced, load store unit. Three16-bit buses 

connect the functional units within a chip and 

pipeline registers have been placed at the 

inputs and outputs all functional units. 

During any clock cycle, each of these buses 

can transfer data originating in the output 

pipeline register of any functional unit or it 

can be driven by the optical data channels 

from the corresponding bus on either of the 

other two chips. The four main functional 

units on each chip are: 

 

 
 

Fig 1. Overview of Embedded System 

 

3.1 Load/store unit: This provides the 

path for electrical data, i.e., memory 

references, to move in and out of the 

system. Load/store operations are 

limited to twelve bits with each of the 

three chips.  

3.2  Register file: This unit contains eight 

16 bit registers. Register 0 always 

contains zero. A three-bit address line 

is used to select which register is to be 

written or read from. 

3.3 ALU 2: The logical ALU can perform 

one of four functions: logical and, 

logical or, left-shift one bit, and right-

shift one bit. Two control lines 

determine which operation is to be 

executed. 

The final components of the chip are the bus 

multiplexers and pipeline registers. The 

shared external control unit also controls 

these. 

 

 

 
 

Fig 2. Block of System 

 

4. PERFORMANCE DATA 

 
Prior to fabrication, the chip design 

was tested using both functional and 

electrical simulators. For testing purposes a 

micro-assembler has developed. The output 

is the form of a sequence of control from the 

system. Control words coded in a format 

compatible with prescribed format for 

functional simulations. 

 Using this tool, control sequences were 

generated and tested that functionally tested 

each instruction and electrically tested each 

data path in the hardware. Performance data 

from spice was particularly encouraging. 

 

5. APPLICATIONS OF 

EMBEDDED SYSTEMS:  

CONTROL UNIT

ALU  # 1 ALU # 2 ALU #3 
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Embedded System Applications describes 

the latest techniques for embedded system 

design in a variety of applications. This also 

includes some of the latest software tools for 

embedded system design. Some of the other 

examples of embedded systems are as 

follows: Automatic teller machines, 

Computer printers, Disk drives, Cellular 

telephones and telephone switches, Inertial 

guidance systems for aircraft and missiles, 

Medical equipments, Video game consoles, 

Industrial machinery use programmable logic 

controllers to handle automation and 

monitoring, Engine control computers and 

antilock brake controllers for automobiles, 

Wristwatches, Household appliances, 

including microwave ovens, air conditioners, 

iron, and television sets, Home automation 

products, like thermostats, sprinkler, and 

security monitoring systems, Network 

equipment, including routers and firewalls, 

Traffic control (e.g. intelligent traffic lights). 

 

6. FUTURE WORK 

 
The goal of this research is two-fold. First, 

it represents a significant application of chip-

to-chip optical interconnections in a well-

understood and non-trivial application. 

Second, it is an application in which the use 

of optics can potentially remove some of the 

limits of on electronic super scalar 

architectures. The extent to which 

speculative execution techniques can take 

advantage of the large number of resources 

made available in optoelectronic architecture 

is an open question. Using this prototype as 

well as simulation studies of larger systems. 
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Abstract: India is going towards digitalization. Everyone wants the things at their fingertips. So, E-

Commerce websites play a vital role in it. As we all know while going through ecommerce websites or while 

trying to purchase any product at very first we all used to check the reviews given by people on that particular 

product. By analyzing top reviews we used to decide whether we should have to buy that product or not. But 

sometimes reviews are not genuine. They might be placed by some bots or someone else. So by using machine 

learning algorithms and using previous data of reviews we are going to set certain threshold limit for the 

reviews. If particular person is crossing that limit then his/her reviews are going into spam and respective 

user is fake. 

Keywords: Spam Detection, Natural Language Processing, Fake User, Genuion User 

 

1. INTRODUCTION  

At this time, everyone wants to live a 

luxurious lifestyle, and this desire extends to 

the products that they use to acquire their 

home goods. and the websites that specialize 

in online commerce are the ones that provide 

it. We used to read snarky product reviews 

when we were shopping online at various e-

commerce websites. It suggests that the 

reviews found on the internet are highly 

significant. 

Let's take a look at the importance of 

reviews when it comes to buying any goods, 

as well as the influence they have not only on 

consumers but also on the business that 

makes the product. Consider the following 

scenario: person X is interested in purchasing 

product y. Before making a purchase, he will 

first determine how many other people have 

purchased the item and read any reviews that 

have been posted about it. If the reviews and 

ratings are consistent with one another and 

positive, then consumer X previously 

purchased the item in question. People are 

more likely to reconsider their plans to buy a 

product after reading unfavorable comments 

posted online about it, even if the product in 

question is a quality offering. 

There are occasions when the 

product's quality is really rather poor. Hence, 

people were used to giving it lower ratings 

and making negative remarks. The 

corporation has a practice in the past of 

putting positive evaluations via a bot system. 

Because of this, many consumers used to 

purchase the goods despite its poor quality. 

So, it is our mission to identify the fake 

negative reviews that have been posted. The 

natural language processing that was applied 

to the dataset enabled us to do this. 

2. LITERATURE REVIEW 

B. Erçahin et. al, Users' involvement 

on social networking websites like Twitter 

and Facebook has an impact on their daily 

life. Millions of individuals visit social 

networking sites like Twitter and Facebook 

from across the world. Social networking's 

success has given rise to a number of worries, 

one of which is the risk of exposing their 

users to false information via fake accounts, 

which results in the spread of dangerous 

content. The society that exists in the real 

world might suffer a great deal as a result of 

this situation. Our study offers a 

classification technique that may be used to 

find accessible fake Twitter accounts. 

Entropy Minimization Discretization 

(EMD), a supervised discretization method 

on numerical features, was used to 

preprocess our dataset, and the results of the 

Naive Bayes algorithm were evaluated. 

F. Benevenuto et. al, On Twitter, 

where there are millions of people tweeting 

every second, real-time search engines and 

other types of mining tools are now being 

developed to make it possible for anyone to 
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monitor the consequences of events and 

news as they unfold on Twitter. These 

platforms give new opportunities for spam, 

notwithstanding their attractiveness as 

instruments for easing the distribution of 

news and giving users with the capacity to 

discuss events and update their status. The 

"trending topics" on Twitter, which are the 

themes that are currently receiving the most 

attention from users at any one time, have 

been identified as potential to generate 

website traffic and financial gain. Spammers 

send out tweets with URLs that often include 

the defining words of a popular subject 

hidden by URL shorteners. These URLs then 

route visitors to websites that include content 

that has nothing to do with the original topic. 

If measures are not taken to battle and stop 

spammers, the value of real-time search 

services may decrease as a consequence of 

the kind of spam described above. This essay 

investigates the difficulty of locating 

spammers on Twitter and offers some 

potential solutions. We began by collecting a 

massive dataset from Twitter, which 

included over 1.8 billion tweets, 1.9 billion 

connections, and more than 54 million 

individuals. 

S. Gharge, et. al, Earlier works have 

covered the topic of identifying bogus user 

accounts. The study of social networks has 

recently concentrated on the identification of 

spam and spammers on Twitter. 

Nevertheless, we provide an approach that is 

based on two novel ideas: the first is the 

detection of spam tweets without knowing 

the user's prior history, and the second is 

based on language analysis to find spam on 

Twitter in themes that are currently popular. 

These two features are novel. Trending 

themes are the topics of discourse that are 

currently popular. As a result, spammers are 

gaining from the growing micro blogging 

phenomenon. Our mission is to detect spam 

tweets using a variety of linguistic methods. 

We started by gathering tweets that were 

pertinent to a broad range of trending topics 

and categorizing them based on whether they 

were hazardous or safe. We used language 

itself as a tool to extract quite a few features 

from the language models after going 

through a tagging process. Also, we evaluate 

the effectiveness and decide whether or not 

tweets should be labeled as spam. As a result, 

our method may be used to the task of 

detecting spam on Twitter, with a focus 

primarily on the study of tweets rather than 

individual accounts. 

T. Wu, et.al, Spam on Twitter has been 

an ongoing problem that has proven difficult 

to resolve. Many scholarly solutions for 

spam identification and prevention have been 

published so far to protect Twitter users from 

spammers. In the last several years, 

specifically, many innovative strategies have 

been developed that vastly improve detection 

efficiency and accuracy over previously 

available methods. This motivates us to 

launch a new investigation into techniques 

for identifying spam on Twitter. This survey 

may be broken down into three parts: In-

depth examination (such as taxonomies and 

biases in feature selection) and discussion 

(such as merits and downsides of each 

conventional technique) of the state-of-the-

art as described in the literature; We will 

compare the results of many popular 

techniques using a universal tested (i.e., the 

same datasets and ground facts) so as to 

provide quantitative information about 

current methodologies. The current 

approaches for identifying Twitter spam are 

discussed in detail in the third part. Both 

academia and industry have a vested interest 

in finding answers to these open questions. 

Those who read this survey may be well-

versed in the area, or they could be curious in 

diving further into it to generate new ideas. 

3. DESIGN TECHNIQUES 

The NLP (Natural language 

processing), which uses the processing of 

natural language, will be used in this 

suggested system. 
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Fig 1: Proposed Architecture of the System 

Dataset: We are using the module that will 

upload the ecommerce reviews dataset, and 

within those datasets, either fifty percent of 

the users are false or fifty percent of the users 

are genuine. We are using the module that 

will upload the dataset. Our recently 

compiled dataset now includes our freshly 

made additions. 

Data Preprocessing: It is necessary to 

sanitize the data since there may be false or 

legitimate users in the database. In the first 

step, we change all of the characters in our 

datasets to lowercase after stripping them of 

any punctuation or capitalization. After that, 

we deleted special characters as well as other 

characters that were not needed for these 

datasets. In a few of the comments, you'll 

find a combination of content from fake users 

and real users. In order to get more accurate 

results, we had to delete them from the 

dataset. So, we got rid of the stop words, but 

we maintained the negative since it helped us 

achieve better results. Both the bogus user 

and the authentic Datasets have been delayed 

by our efforts. 

Model Building: Then, we developed a 

signup page that had fields for things like 

gender, date of birth, password, and 

conforming password. 

Feature Extraction: First, get the 

ecommerce training dataset. Then, carry out 

the data preparation operation. Finally, 

implement the SVP Support Vector Machine 

and the NLP Natural Language Processing. 

4. EXPECTED RESULT 

An input from the e-commerce dataset 

will be used in the development of an 

experimental output from our system. This 

experimental output will be a text output that 

indicates whether or not the product is a fake. 

Inside this system, we have made several 

suggestions for how the user may more easily 

use this system. In this work, we allow a 

mechanism for e-commerce platforms to 

avoid being affected by phony reviews, 

which means that such ratings will have no 

effect on the platforms' overall size. While 

we were successful in removing these 

poisonous and harsh phrases, the issue of 

consumers encountering rude or toxic words 

when purchasing on this platform requires 

that we give, via this paper, an automated 

solution to the problem. In this study, a 

method for distinguishing between good and 

negative comments is presented. 

5. CONCLUSIONS 

The expansion of online shopping is 

the impetus behind the whole project's 

concept, which was inspired by the growing 

popularity of online shopping websites. After 

doing a great deal of study to come up with 

the concept for the system, we finally arrived 

at the realization that machine learning is the 

field from which we can construct the 

necessary system. After that, we finished 

collecting the reviews into the dataset. We 

have performed preliminary processing on it, 

and then, making use of natural language 

processing, we have arrived at a conclusion 

about whether or not the specified review is 

going to be categorized as spam, and whether 

or not the user in question is a phony or an 

authentic one. 
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Comparison of different segmentation algorithm for the 

detection of Lymphatic Filariasis  
1Priyanka Kumar, 2Dr. Kanojia Sindhuben Babulal 

 

Abstract: Image processing has emerged as a dominant technology enhancing the productivity in the field of 

medicine and pathology. Various gruesome diseases like Thalesemia, Sickle Cell Anaemia could be easily 

diagnosed with the implementation of digital processing eliminating the drawbacks of conventional pathology 

approaches. One of the key element in the process of image processing is the removal of noise (filtration) and 

detecting the region of interest from the backdrop of the grabbed image (Image Segmentation). This research 

manuscript emphasises the best pipeline of image filtration to enhance acquired image and image 

segmentation methodology for detection of Lymphatic Filariasis in the peripheral blood samples. During the 

investigation of this research work it was found that Median filter with Otsu segmentation algorithm results 

the best segmented outcome. The segmented result could be easily verified with the help of visual 

interpretation when compared with the ground truth images segregated with the Entomologists.  

 

1. Introduction  

As we are aware with the term 

‘Elephantiasis’ which is caused due to the 

family of nematode called ‘Lymphatic 

Filariasis’ parasite. This disease is caused 

by the mosquito bite of special spices called 

‘Culex’. This parasite gradually enters into 

the blood stream and damages the 

lymphatic system of the body. The infected 

body part gets swollen and disfigured. This 

process of disfiguring is also irreversible 

and the body part once infected could not 

be reshaped to its initial form. The parasite 

in the peripheral blood stream could be 

detected by visualizing the blood smear 

under the microscope. This whole 

conventional processes of visualization 

also could be done with the image 

processing tool applied to the digital 

microscopic images of blood smear 

containing the lymphatic parasite.  

This research focuses on the removal of 

unwanted pixel called noise which are 

caused due to the inadequate lightning 

effect during acquisition of image 

[1][2][3]. Once the noises are removed it 

under goes the process of image 

segmentation which visualizes the parasite 

from the background image. In this 

research article in total twelve 

segmentation algorithm are applied in 

which the best result are obtained by ‘Otsu’ 

algorithm.  

2. Proposed Methodology  

Initially the images of the blood smears 

containing the Lymphatic Filariasis are 

grabbed using com pound microscope 

under 100x magnification, Figure 1. Since, 

the captured images are by default in  

 
Figure 1: Samples of LF parasite 

 

 

  

 
Figure 2: Otsu segmented result  

the RGB color format domain, and all the 

three color matrices of Red, Green, Blue 

are highly cohesive in nature, so, it is 

required to change the color format. In this 

research work, we have used CEILAB 

color domain where, ‘l’ denotes the 
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luminosity, ‘a’ denotes the chromaticity 

which are loosely coupled with each other 

[4][5].  

Once the color format is changed it under 

goes the process of filtration by the 

application of ‘Median filter’. Median filter 

is basically applied to remove the impulsive 

noise. Impulsive noise is generally created 

by the sudden source of light during the 

acquisition of the image [6]. These types of 

noises are replaced by the median value of 

the neighbouring pixels. However, after the 

removal of impulsive noise through median 

filter, next comes the process of image 

segmentation through the application of 

Otsu algorithm. Otsu is a threshold based 

segmentation algorithm which divides the 

whole image into different chunks 

according to the variation of the pixel 

intensity called ‘Threshold’ [7]. Sub-

images are formed to bifurcate the whole 

image into different sections. Finally, the 

segmented results under goes visual as well 

as numerical evaluation of to justify the 

best segmented outcome when compared to 

the ground truth images.  

3. Conclusion  

It is well proven fact that the medical image 

processing is a blooming field for the 

detection of some major diseases like 

Thalasemia, Sickle cell Anameia and so on. 

So, for the detection of Lymphatic Filaria 

microscopic images through the process of 

image processing it is mandatory to have 

the median filter to remove the unwanted 

artifacts and the impulsive noise. Once, the 

noise are removed we segment the image 

through Otsu segmentation algorithm is 

best suited for the segmentation of the 

microscopic images, Figure 2.  
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Abstract: With cases steadily rising around the world, skin cancer is one of the most prevalent and deadly 

cancer kinds. It can cause metastases and have significant mortality rates if it is not discovered in the early 

stages. If discovered early enough, skin cancer is curable. Hence, an important research goal at the moment 

is the prompt and precise diagnosis of such cancers. The detection of skin cancer and the classification of 

malignancies and benign have both been computer-aided diagnoses using a variety of deep learning 

technologies. Deep learning is a technique used in artificial intelligence that simulates how the human brain 

organises data and creates patterns for decision-making. Convolutional neural networks are the type of 

artificial neural networks on which the majority of contemporary deep learning models are based. Using 

labels identifying whether each image of a skin lesion is carcinogenic or not, massive datasets of skin lesion 

images are used to train CNNs for skin cancer diagnosis. The CNNs acquire the ability to spot patterns and 

characteristics inside the image that are suggestive of skin cancer, like atypical shape, varying pigment, and 

uneven borders. In this study, we created a novel and deep learning architecture with an emphasis on early 

skin cancer detection. At more than 85% accuracy, the model could identify whether the melanoma was 

benign or malignant. 

Keywords: Deep learning; Skin cancer; diagnosis and prediction. 

 

Introduction 
The two types of tumour that are produced 

when skin cells develop abnormally were 

benign and malignant. Although they are 

labour and time-intensive, oncologists use 

a range of procedures, such as imaging and 

biopsy, to find out if skin cancer is present. 

The most prevalent kind of cancer in 

humans, skin cancer is typically identified 

visually after an early diagnostic screening 

and maybe after dermoscopic study, a 

biopsy, and histological investigation. The 

fine-grained variety in how skin lesions 

form makes it difficult to classify skin 

lesions automatically using photographs. 

The ISIC (International Skin Image 

Collaboration) Repository is where the 

dataset came from. It includes 1497 images 

of categorised malignant moles and 1800 

images of benign moles. All of the images 

have been downsized to 224x224x3 RGB 

low resolution. The objective of this kernel 

is to construct a model, that can categorize 

a mole directly into both benign and 

malignant forms. 

 
 

Figure 1 shows the procedure for finding 

skin cancer. 

Convolutional neural network, Kohonen 

self-organizing neural network, generative 

adversarial neural network, and artificial 

neural network are all abbreviations for 

neural networks. 

In recent decades, deep learning has 

completely changed the machine learning 

scene. It is regarded as the most advanced 

area of artificial neural network techniques 

in machine learning. The structure and 

operation of the nervous system served as 

an inspiration for these algorithms. 

Methods based on deep learning are used in 

a variety of fields, including bioinformatics 

[1], pattern matching [2], and speech 
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recognition [3]. In these areas, deep 

learning algorithms have produced 

excellent outcomes when compared to 

other traditional machine learning methods. 

In recent years, a variety of deep learning 

techniques have been applied to computer-

based skin cancer screening. In this study, 

we comprehensively examine and describe 

deep learning-based methods for detecting 

skin cancer. 

 

Literature Review 
A technique of classifying skin lesions into 

benign and malignant categories was 

proposed by Xie et al. [6]. Three phases 

made up the planned system's operation. A 

self-generating NN is utilised in the first 

stage to extract lesions using photos. 

Features including the tumour boundary, 

texture, and colour details were extracted in 

the second phase. A maximum of 57 

features were retrieved by the algorithm, 

including 7 unique features that describe 

lesion borders. The features' dimensionality 

was decreased using principal component 

analysis (PCA), which allowed the best set 

of features to be chosen. 

 

In order to classify skin lesions, Mahbod et 

al. [7] suggested a method for extracting 

deep features from a variety of well-known 

and pre-trained deep CNNs. Deep-feature 

generators included trained versions of 

AlexNet, ResNet-18, and VGG16. A inter 

SVM classifier was then trained using these 

generated features. In order to perform 

classification, the classifier outputs were 

finally combined. Using the ISIC 2017 

dataset, the proposed system was assessed, 

and results of seborrheic keratosis (SK) or 

melanoma classification revealed 97.55% 

& 83.83% for area under the curve (AUC) 

performance, respectively. For the 

classification of 12 different types of skin 

lesions, a deep Network architecture built 

on previously trained Monitors network 

traffic was proposed [8]. It was first trained 

using 3797 photos of lesions, but later, 29 

instances of augmentation were applied 

depending on changes in lighting situations 

and scale. 

 

A GAN-based classification system for 

cutaneous lesions was suggested by Rashid 

et al. [3]. The suggested technique added 

believable skin lesion images produced by 

GAN to a training batch of photographs. 

The discriminator module utilised CNN as 

a classifier, whereas the generator module 

utilised a deconvolutional network. Seven 

distinct kinds of skin lesions were 

categorised by CNN. The suggested 

system's results were contrasted with those 

of ResNet-50 and DenseNet. ResNet-50 

exhibited an accuracy of 79.2%, DenseNet 

displayed an accuracy of 81.5%, while the 

proposed approach attained the maximum 

accuracy of 86.1% for the categorization of 

skin lesions. Deep learning techniques offer 

adequate accuracy but call for big, 

unmixed, and pure training datasets. To get 

around these constraints, Bisla et al. [2] 

suggested using deep learning to clean up 

the data and GAN to add to it. Disentangled 

deep convolutional GANs were employed 

in the suggested system to generate data. 

Dermoscopic images were divided into 

three categories—melanoma, SK, and 

nevus—using a well before ResNet-50 

model that was further improved with such 

a purified and expanded dataset. The 

suggested system classified skin lesions 

with 86.1% accuracy, outperforming the 

baseline ResNet-50 model. 

 

Majtner et al. [9] used CNN methods to 

implement an original strategy. They 

employed CNN approaches for feature 

extraction and pre-processing, which 

produced a better classifier, rather than 

neural networks to 

categorise their samples. The International 

Skin Imaging Collaboration (ISIC) dataset, 

which included 379 test samples and 900 

training samples, was used in the approach. 

The samples fell into the benign and 

malignant categories. The image size was 

downscaled and it was converted to 

grayscale as part of the pre-processing. 

Following that, the system made use of 

AlexNet and applied binary masking and 

bounding box techniques for feature 

extraction. Four alternative classifier and 

alternative metrics were utilised after 
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feature reduction using LDA methods, with 

KNN providing the highest precision (86%) 

as well as the highest accuracy (85%). 

 

A deep learning-based approach for high-

level skin lesion identification and 

malignancy diagnosis by constructing a 

neural network was also proposed by 

Prassanna et al. [10]. Deep neural network 

deep learning and fine-tuning are used to 

create a mobile phone model that 

accurately detects the edge of a severe 

lesion and increases prediction accuracy. 

[11] divides skin cancer into two 

categories: melanoma and benign; after 

segmenting skin pictures, feature extraction 

was performed to collect damaged skin 

tissue features that used a CNN model. 

Researchers divide the images from the 

ISIC 2019 Dataset into eight categories in 

[12]. The Model was trained with ResNet-

50 by analysing the original parameter 

values and changing them with transfer 

training. Pictures that don't fit into one of 

these eight categories are labelled as 

unknown. 

 

Research Methodology 
The goal of this systematic literature study 

was to identify and classify the top methods 

for skin cancer diagnosis that may be used 

with neural networks (NNs). Systematic 

reviews of the literature compile and 

evaluate previously published studies using 

predetermined assessment criteria. Such 

reviews aid in establishing what is currently 

known in the relevant field of research [4]. 

The information gathered from primary 

sources is arranged and examined. When 

systematic literature is complete, it offers a 

more sane, rational, and reliable response to 

the research's central question [5]. 

 

1 Framework for Research 

Deep neural network (DNN)-based SC 

detection research publications made up the 

majority of the studies considered in the 

present systematic literature review. 

The first stage in conducting this systematic 

review was to define the review framework. 

It was made up of a comprehensive plan 

that was carried through a systematic 

literature review. A planning level, a layer 

for choosing and analysing the data, and a 

layer for producing the results and drawing 

conclusions made up the plan. 

 

1.1 Research Issues 

Research questions must be developed in 

order to undertake a topic's systematic 

literature review effectively. The following 

were the research questions developed for 

the present systematic investigation: 

What are the most effective deep learning 

methods for spotting skin cancer? 

What are the primary characteristics of skin 

cancer datasets that are currently available? 

1.2 Search Techniques 

It is crucial to conduct a methodical and 

well-planned search in order to gather 

relevant information from the gather 

relevant information of the target domain. 

To sift through the sea of data and find 

significant and pertinent information, a 

comprehensive investigation was done in 

this step. For filtering out data from the 

relevant domain across all sources, we 

developed an automated search 

mechanism. We carefully analysed 

research papers, case analysis, American 

Cancer Society bulletins, and citations of 

relevant publications. Websites giving 

details about skin cancer, its risks, the 

causes of skin cancer, and the procedures 

for detecting it have all been thoroughly 

searched. An NN ensemble model was used 

to classify lesions in the final phase. By 

merging backpropagation (BP) NN with 

fuzzy neural networks, ensemble NN 

enhances classification performance. Also, 

the classification outcomes of the suggested 

system were contrasted with those of 

different classifiers, like SVM, KNN, 

randomized forest, Adbot, etc. The 

suggested model outperformed the other 

classifiers in respect to sensitivity by at 

least 7.5% with a 91.11% accuracy. 

1.3 Search Resources 

To find information about NN approaches 

for skin cancer diagnosis, we first searched 

on reputable search engines including IEEE 

Xplore, ACM, Springer, and Google 

Scholar. The primary search filtered out 

basic research materials connected to the 
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underlying issue. The chosen research 

articles and conference proceedings 

underwent additional examination in 

accordance with the evaluation standards. 

1.4 Initial Selection Standards 

The original choice of study papers and 

conference proceedings was based on a 

number of predetermined criteria, 

including the paper's language, publication 

year, and topic's applicability to the chosen 

field. This study only considered academic 

works that were authored in English. Our 

review article concentrated on studies 

released during 2011 and 2021. It was 

necessary for the chosen papers to be 

pertinent to the search phrases listed in the 

selection method. 

1.5 Process for Selection and Evaluation 

The search produced 1483 research articles 

and conference reports using the original 

search parameters. 95 papers with titles 

deemed pertinent to our inquiry were 

chosen from the identified papers. The 

number of those chosen papers was then 

reduced to 64 research articles as a result of 

a closer examination of the relevancy of 

their abstracts. 

The following questions on quality 

assessment were asked in the current 

systematic study. 

• Did the chosen study address every facet 

of the subject of this review? 

• Was the chosen paper's quality 

confirmed? 

• Does the chosen study appropriately 

address the questions raised by the 

research? 

 

The thoroughness with which deep learning 

methods for skin cancer diagnosis were 

covered was the subject of the first standard 

evaluation question. The standing of the 

journal whereby the chosen paper was 

published and its citations were used to 

confirm the quality of the paper. The third 

question made sure that the investigation 

addressed the queries listed in Section 2 for 

the investigation. Just the studies that were 

most pertinent to our field of study were 

selected. For consideration, these 

publications have to address the 

aforementioned research questions. 

Research papers with insufficient answers 

to the study or quality control queries as 

well as those having text unrelated to the 

subject of our study were removed. 

There were Boolean "yes/no" answers for 

each question. Each "yes" received the 

value Y = 1, and each "no" received the 

number N = 0. The first quality assurance 

question assessed the topic cover of the 21 

research papers that were chosen, and the 

outcome was a value above 77%, which 

was very good. The second inquiry helped 

to increase quality by confirming the 

calibre of the chosen publications. It had a 

decent performance of 82%. In order to 

respond to the primary research questions 

for the review, the third issue was crucial. 

It produced a 79% outcome, which served 

as a gauge of how well the studies 

addressed the review's research questions. 

The overall findings of the responses to 

these excellent questions appeared to 

healthy. 

2. Techniques used in Skin Cancer 

Detection 

Neural networks that are deep play a crucial 

role in identifying cancers of the skin. They 

are made up of a collection of connected 

nodes. Their interconnected neural 

structure is comparable to that of the human 

brain. Its nodes work collaboratively to 

address particular problems. After being 

taught for certain tasks, neural networks 

become authorities in the fields in where 

they were trained. In our research, neural 

networks were taught to categorise photos 

and differentiate between different types of 

skin cancer. Figure 2 displays various skin 

lesions from the International Skin Image 

Collaboration (ISIC) dataset. We looked 

into numerous learning methods for cancer 

detection systems, including ANN, CNN, 

KNN, and GAN. This section goes into 

great length about the research that has 

been done regarding all of these neural 

networks that are deep. 
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Figure 2. Skin Cancer Disease 

categorization 

2.1 Machine Learning 

It reveals several promising approaches and 

techniques: 

Support Vector Machines (SVMs): SVMs 

have been widely used in skin cancer 

detection due to their ability to handle high-

dimensional data and their robustness to 

noise. SVMs have shown good 

performance in distinguishing between 

benign and malignant skin lesions. 

Random Forests: Random Forests are a 

type of ensemble learning method that has 

been used in skin cancer detection. They 

can handle high-dimensional data and can 

provide a measure of feature importance. 

Neural Networks: Neural networks have 

been used in skin cancer detection to model 

complex relationships between input 

features and output classes. They have 

shown good performance in distinguishing 

between different types of skin lesions. 

Decision Trees: Decision trees have been 

used in skin cancer detection to identify the 

most important features for distinguishing 

between benign and malignant skin lesions. 

They can handle noisy data and provide a 

measure of feature importance. 

Feature Selection: Feature selection 

techniques, such as Principal Component 

Analysis (PCA), have been used to reduce 

the dimensionality of the input data and 

improve the performance of skin cancer 

detection models. 

Ensemble Methods: Ensemble methods, 

such as stacking and bagging, have been 

used to improve the performance of skin 

cancer detection models. These methods 

combine the predictions of multiple models 

to improve accuracy and reduce the risk of 

over fitting. 

2.2 Deep Learning 

It reveals several promising approaches and 

techniques. 

Convolutional Neural Networks (CNNs): 

CNNs have been widely used in skin lesion 

classification and have shown remarkable 

performance in skin cancer detection. 

These models can learn complex features 

and patterns from images and can 

accurately distinguish between benign and 

malignant lesions. 

Transfer Learning: Transfer learning is a 

technique that involves using pre-trained 

deep learning models to train skin cancer 

detection models. By leveraging the 

knowledge learned from a large dataset in a 

different domain, transfer learning can 

improve the performance of skin cancer 

detection models even when training data is 

limited. 

Multi-Task Learning: Multi-task learning is 

a technique that involves training a deep 

learning model to perform multiple tasks 

simultaneously. This approach has been 

used to improve the accuracy of skin cancer 

detection models by incorporating 

additional information, such as lesion 

segmentation or dermoscopic features, into 

the training process. 

Attention Mechanisms: Attention 

mechanisms are a type of deep learning 

technique that allows the model to focus on 

relevant parts of the input data while 

ignoring irrelevant information. This 

approach has been used to improve the 

accuracy of skin cancer detection models 

by emphasizing important features and 

reducing the impact of noise and irrelevant 

features. 

Generative Adversarial Networks (GANs): 

GANs are a type of deep learning model 

that can generate new data that is similar to 

the input data. This approach has been used 

to augment the training dataset and improve 
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the performance of skin cancer detection 

models. 

Explainable AI: Explainable AI techniques, 

such as Grad-CAM, have been used to 

provide insights into the decision-making 

process of deep learning models. These 

methods can help dermatologists and other 

healthcare professionals better understand 

the reasoning behind the model's prediction 

and improve trust in the model. 

 
Figure 3 Datasets used in the detection of 

skin cancer 

 

2.3 Computer Vision 

It reveals several promising approaches and 

techniques: 

Image segmentation: Image segmentation 

is a technique used to separate skin lesions 

from the surrounding skin. It can improve 

the accuracy of skin cancer detection by 

focusing only on the lesion area. 

Techniques such as thresholding, region 

growing, and watershed segmentation have 

been used for this purpose. 

Texture analysis: Texture analysis is a 

technique used to extract features related to 

the texture of skin lesions. These features 

can be used to distinguish between benign 

and malignant lesions. Techniques such as 

grey-level co-occurrence matrix (GLCM) 

and local binary patterns (LBP) have been 

used for this purpose. 

Colour analysis: Colour analysis is a 

technique used to extract features related to 

the colour of skin lesions. These features 

can be used to distinguish between benign 

and malignant lesions. Techniques such as 

colour histogram and colour constancy 

have been used for this purpose. Feature 

extraction: Feature extraction is a technique 

used to extract features from skin lesion 

images. These features can be used to 

distinguish between benign and malignant 

lesions. Techniques such as Scale-Invariant 

Feature Transform (SIFT) and Speeded Up 

Robust Features (SURF) have been used 

for this purpose. 

Deep Learning: Deep learning techniques, 

such as Convolutional Neural Networks 

(CNNs), have been used for skin cancer 

detection. CNNs can automatically learn 

features from skin lesion images and can 

achieve state-of-the-art performance in skin 

cancer detection. 

Fusion of multiple modalities: The fusion 

of multiple modalities, such as 

dermoscopic and clinical images, has been 

used to improve the accuracy of skin cancer 

detection. Techniques such as decision-

level fusion and feature-level fusion have 

been used for this purpose. 

2.4 CNN Architecture Design 

To classify skin cancer using skin lesions 

images. To achieve higher accuracy and 

results on the classification task, I have 

built custom CNN model. 

Rescaling Layer - To rescale an input in the 

[0, 255] range to be in the [0, 1] range. 

Convolutional Layer - Convolutional layers 

apply a convolution operation to the input, 

passing the result to the next layer. A 

convolution converts all the pixels in its 

receptive field into a single value. For 

example, if you would apply a convolution 

to an image, you will be decreasing the 

image size as well as bringing all the 

information in the field together into a 

single pixel. 

Pooling Layer - The size of the extracted 

features is reduced by pooling layers. As a 

result, it lessens the quantity of network 

computation and the variety of settings that 

must be learned. The feature map created 

by a convolution layer's feature max 

pooling summarises the features that are 

present in a certain area. Dropout Layer - 

The Dropout layer randomly sets input 

units to 0 with a frequency of rate at each 

step during training time, which helps 

prevent overfitting. 

Flatten Layer - Data is flattened when it is 

made into the a 1-dimensional array before 

input into the following layer. We flatten 

the convolutional layer output to produce a 
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solitary, lengthy feature vector. 

Additionally, it is linked to the last 

classification model, also known as a fully-

connected layer. 

Dense Layer - The dense layer is a neural 

network layer that is connected deeply, 

which means each neuron in the dense layer 

receives input from all neurons of its 

previous layer. 

Activation Function (ReLU) - If the input is 

positive, the rectified activation functions 

function, or ReLU for short, will output its 

input directly; if it is negative, it will output 

negative. The vanishing gradient issue is 

solved by the rectified activation functions 

function, which enables models to learn 

more quickly and perform better. 

Activation Function (Softmax) - The 

activation function inside the output layer 

for models of neural networks that forecast 

a multinomial probability is the softmax 

function. The range of output probabilities 

is Softmax's primary benefit. The chances 

will be in the range of 0 to 1, as well as the 

total will be 1. 3. Result and Discussion 

These studies demonstrate the potential of 

machine learning and deep learning 

techniques for skin cancer detection, 

achieving high accuracy rates in 

classification tasks. However, more studies 

are needed to evaluate the generalization 

ability of these models, especially in real-

world clinical settings, and to assess their 

potential impact on clinical practice. 

In addition, there are some limitations of 

current machine learning and deep learning 

techniques for skin cancer detection. For 

instance, some techniques may require a 

large number of features, which can be 

computationally expensive and may lead to 

overfitting. In addition, some techniques 

may not be easily interpretable, which can 

limit their applicability in clinical settings. 

Despite these challenges and limitations, 

machine learning and deep learning 

techniques show great promise in 

improving the accuracy and reliability of 

skin cancer detection. Ongoing research is 

expected to address these challenges and 

further improve the performance of these 

models, ultimately leading to better 

outcomes for patients with skin cancer. 

 

4. Conclusion 
Due to its rapid metastasis, malignant skin 

cancer is indeed a deadly and common type 

of skin cancer. A cure for melanoma is very 

certainly possible with early detection. 

Both modern and traditional approaches 

have been considered. A state-of-the-art 

machine learning technique which used 

identify whether melanoma cells were 

malignant or benign are critically and 

methodically reviewed in this paper. This 

study's main objective was to explore and 

evaluate various machine learning 

classification methods for skin cancer. 

With an accuracy of 85%, our deep learning 

algorithm for skin cancer detection shows 

promising results in assisting medical 

professionals to accurately diagnose and 

treat skin cancer. Despite a loss of 31%, our 

deep learning model showed an accuracy of 

85% in detecting skin cancer, which 

demonstrates the potential of machine 

learning to assist dermatologists in 

diagnosing skin lesions accurately. The 

confusion matrix is showing the actual 

values and predicted values. The actual 

values are the values that are given by the 

programmer and the predicted values are 

the values that are given by the machine. 

We gave the input of 5 images out of which 

the machine has detected 3 images 

correctly. As every machine has some 

limitations, our machine did not diagnose 

the other 2 images. The approach that is 

proposed is largely a useful instrument that 

aids in the quick and active examination of 

the condition. The system also includes a 

built-in user-friendly and user-responsible 

Interface. 
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Abstract: Sentiment analysis is most researched area in these days. There is a lot of data on the internet that 

needs to be analyzed before it can be used. Many researchers have concentrated on deciphering these data. 

Sentiment analysis techniques aim to uncover concealed thoughts, emotions, or subjectivity in a document. 

Sentiment analysis is carried out using machine learning methodologies. Recently published research 

sentiment analysis is examined in this study to provide context, and they are classified according to their 

information extraction tasks. Also examined and discussed are the problems faced and prospective challenges 

on this study issue. The Sentiment Analysis tool is to function on a series of expressions for a given item based 

on the quality and features. Sentiment analysis is also called Opinion mining due to the significant volume of 

opinion.  

Keywords: Sentiment, Data mining, Classification techniques, opinion mining. 

1. INTRODUCTION 

Sentiment Analysis is a trending 

topic, as everyone has a unique perception 

about everything. In today’s world all users 

are using online platform and share their 

views and opinions and comments regularly. 

This kind of information can be mined by a 

various machine learning techniques and 

used efficiently. “Sentiment analysis, 

additionally known as opinion mining, is the 

field of study that analyzes people’s 

opinions, sentiments, evaluations, 

appraisals, attitudes, and emotions towards 

entities like products, services, 

organizations, individuals, issues, events, 

topics, and their attributes.” Sentiment 

analysis refers to the employment of natural 

language processing, text analysis and 

computational linguistics to identify and 

extract subjective information in source 

materials. Sentiment analysis is widely 

applied to reviews and social media for a 

variety of applications, ranging from 

marketing to customer service. A basic task 

in sentiment analysis is classifying the 

polarity of a given text at the document, 

sentence, or feature level—whether the 

expressed opinion in a document, a sentence 

or an entity which shows the given feature is 

positive, negative, or neutral. In advance, 

sentiment analysis also classifies the 

sentence on the premise of emotional states 

such as “happy”, “sad”, and “angry”[1]. 

1.1 Types of Sentiment Analysis: 

 

Fig.1: Types of sentiment analysis 

1.2 Why Is Sentiment Analysis 

Important? 

Since humans express their 

thoughts and feelings more openly than ever 

before, sentiment analysis is fast becoming 

an essential tool to monitor and understand 

sentiment in all types of data. Automatically 

analyzing customer feedback, such as 

opinions in survey responses and social 

media conversations, allows brands to learn 

what makes customers happy or frustrated, 

so that for example, using sentiment 

analysis to automatically analyze 4,000+ 

open-ended responses in your customer 

satisfaction surveys could help you discover 

why customers are happy or unhappy at each 

stage of the customer journey. 
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To track brand sentiment so one 

can, detect disgruntled customers 

immediately and respond as soon as 

possible. To compare sentiment from one 

quarter to the next to see if one need to act. 

Then it is needed to dig deeper into 

qualitative data to see why sentiment is 

falling or rising. 

1.3 Sentiment Classification Techniques 

 

Fig.2: Sentiment Analysis Technique 

1.3.1 Sentiment Classification through 

Machine Learning 

The Machine Learning (ML) 

approach applies the ML algorithm and uses 

linguistic features with the aim of 

optimizing the performance of the system 

using example data. Typically, two sets of 

documents are required in an ML-based 

classification. The text classification 

methods using the ML approach can be 

divided into supervised and unsupervised 

learning methods. The supervised methods 

use a large number of labelled training 

documents. The unsupervised methods are 

used when these labelled training 

documents are difficult to find. The 

supervised methods achieve reasonable 

effectiveness but are usually domain 

specific and language dependent and they 

require labelled data, which is often labor 

intensive. 

Meanwhile, the unsupervised 

methods have high demand because 

publicly available data are often unlabelled 

and thus require robust solutions. Therefore, 

semi-supervised learning has been 

introduced and has attracted considerable 

attention in sentiment classification. In 

unsupervised learning, it uses a large 

amount of unlabelled data along with 

labeled data to build better learning models. 

The most popular ML techniques 

that have achieved great success in text 

classification are Support Vector Machine, 

Naive Bayes and Maximum Entropy. The 

other well-known ML methods in natural 

language processing are K-Nearest 

neighbor, ID3, C5, centroid classifier, 

winnow classifier and the N-gram model. 

1.3.2 Decision Tree Classifier 

In Decision Tree classifier, the 

interior nodes were marked with features 

and edges that are leaving the node were 

named as a trial on the data set weight. 

Leaves in the tree are good, by 

categorization. This category whole 

document by starting at the root of the tree 

and moving successfully down through its 

branches till a leaf node is reached. Learning 

in decision tree adopts a decision tree 

classifier as an anticipated model in which it 

maps information of an item to conclusions 

of that item's expected value. In a decision 

tree, the large amount of input can figure out 

by using authoritative computing assets in 

the finite time. The main advantages of 

decision tree classifier are, it is easy to 

understand and to interpret. This classifier 

requires small data preparation. But these 

concepts can create complicated trees that 

do not generalized easily. 

1.3.3 Linear Classifier 

In linear classifier, for classifying 

input vectors to classes they use linear 

decision margins. There are many types of 

linear classifiers. Support vector machine is 

one of them. This classifier provides a good, 

scatter between various classes. 

1.3.4 Neural Network 

Neural network includes numerous 

neurons in which this neuron is its elemental 

unit. Multilayer neural network was used 

with non-linear margins. The results of the 

neuron in the previous layer will be given as 

input for the next layer. In this type of 

classifier training of data set is more 

complicated, because the faults must be 

back-propagated for various layers . 

1.3.5 Support Vector Machine 
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Support Vector Machine (SVM) is 

known as the best classifier that provides the 

most accurate results in speech 

classification problems. They achieved by 

creating a hyper plane with maximal 

Euclidean distance for the nearest trained 

examples. Support Vector Machine hyper 

plane is completely resolved by a 

comparatively minute subset of the trained 

data sets which are treated as support 

vectors. The remaining training data sets 

have no access to the qualified classifier. So 

scattered text classification, the classifier 

SVMs have been applied successfully and 

also used in different sequence processing 

application. SVMs are used in hypertext and 

text classification since they do not require 

labeled training dataset.  

1.3.6 Rule-Based Classifier 

As the name indicates in rule-based 

classifiers, data set is designed along with a 

group of rules. In rules left-hand side 

indicates the condition of aspect set and 

right hand indicates the class label. 

1.3.7 Probabilistic Classifier 

These classifiers use various forms 

of categorization. This variety of forms 

takes each and every class as part of that 

mixture. All various elements are the 

productive model in which it gives the 

probability of inspecting a distinct word for 

that element. These classifiers are also 

known as generative classifiers. Some of the 

probabilistic classifiers are Naïve Bayes, 

Bayesian Network and Maximum Entropy 

1.3.8 Naive Bayes Classifier 

A Naive Bayesian classifier is one 

of the familiar supervised learning 

techniques which are frequently used for 

classification purpose. Their classifier is 

named as naïve since it considers the 

contingency that is actually linked are not 

depending on the further. Calculation of 

whole document feasibility would be the 

substance in an aggregation of all the 

feasibility report of a single word in the file. 

These Naïve Bayesian classifiers were 

frequently applied in sentiment 

categorization since they are having lower 

computing power when comparing to the 

other approach but independence 

assumptions will provide inaccurate results. 

1.3.9 Bayesian Network 

The main disadvantage of Naïve 

Bayes classifier is its independent 

assumption of aspects in data sets. This 

assumption is the reason for the start of 

using Bayesian Network. This Bayesian 

network is directed non-cyclic graph where 

nodes correspond to variables and those 

edges are corresponded to conditional 

independence. In text classification, 

Bayesian Network is not usually used since 

it is expensive in computation. 

1.3.10 Maximum Entropy 

Maximum Entropy classifier is 

parameterized by a weight set that is used to 

associate with the joint-future, 

accomplished by a trained data set by 

encoding it. This Maximum Entropy 

classifier appears with the group of 

classifiers such as log-linear and 

exponential classifier, as its job is done by 

deriving some data sets against the input 

binding them directly and the result will be 

treated as its exponent. 

1.3.11 K- Nearest Neighbour Classifier 

K-Nearest Neighbour is an 

unsupervised learning algorithm for text 

classification. In this algorithm, the entity is 

classified with various trained data set along 

with their nearest distance against each 

entity. The advantage of this algorithm is its 

simplicity in text categorization. It also 

works well with multi-class text 

classification. The main drawback of KNN 

is it needs a large amount of time for 

categorizing entities where a huge data set is 

inclined. 

1.3.12 Sentiment Strength Scoring 

Sentiment strength is calculated by 

manipulating the frequency of matched 

lexicons according to polarity. Extended 

studies in this challenge include prior 

polarity, dependency rules, negation 

identification and summarization. These 

approaches, however, are still far from being 
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able to infer the cognitive and affective 

information associated with natural 

language, given that they mainly rely on 

knowledge bases that are still too limited to 

process text efficiently at the sentence level. 

Moreover, such text analysis granularity 

might still be insufficient, given that a single 

sentence may contain different opinions 

about different facets of the same product or 

service. To this end, concept-level SA aims 

to go beyond a mere word-level analysis of 

text to provide novel approaches to opinion 

mining and SA that enable more efficient 

passage from unstructured textual 

information to structured machine process 

able data in any domain.[2] 

2. LITERATURE SURVEY 

Under the Literature Survey, 

various research papers are studied and that 

provides the brief knowledge of the research 

subject to the researcher. Related work 

based on reviews of author depending upon 

new trends and emerging technologies 

which are correlated with each other is 

present in this part. 

Agarwal et al (2015): Found that for 

better results using machine learning 

approaches, finding good features is a 

challenging task. They gave the concept of 

"Semantic Parser" and treated concepts as 

features. They used the minimum 

Redundancy and Maximum Relevance 

(mRMR) feature selection mechanism. 

They used different feature sets for their 

classification task e.g. unigrams, bigrams, 

bitagged and dependency parse tree along 

with their proposed scheme so that results 

can be compared with. [3] 

Hassan Khan et al (2016): 

Approach includes rigorous data pre-

processing followed by supervised machine 

learning. They collected labeled datasets of 

different domains so that machine learning 

will not be limited to a particular domain. To 

learn SVM classifier they make use of 

different training sets each make SVM learn 

different feature sets -1) Information 

gain(IG) with feature presence and 2) 

feature frequency 3) Cosine similarity with 

feature presence and 4) feature frequency. 

They found that feature presence is better 

than feature frequency. [4] 

Mohey et al (2016): It mainly 

presents the SA challenges of different 

classifiers. Challenges are Negation 

Handling, Feature extraction, NLP 

overheads. Second comparison relies on 

Accuracy rate. Here, Comparison is made 

on the basis of latest techniques used to 

analysis Sentiment Analysis. [5] 

Yang et al (2018): They evaluate the 

performance on the basis of Accuracy, 

Precision, Recall and F1 Score metrics. SA 

analysis methods are in English language 

[6]. 

3. METHODOLOGY 

3.1 Sentiment Analysis Tools 

Meltwater: Assess the tone of the 

commentary as a proxy for brand reputation 

and uncover new insights that help you 

understand your target audience 

People Browser: Find all the 

mentions of your brand, industry and 

competitors and analyze sentiment. This 

tool allows you to compare the volume of 

mentions before, during and after your 

marketing campaigns. 

Google Analytics: A powerful tool 

for discovering which channels influenced 

your subscribers and buyers. Create custom 

reports, annotations to keep uninterrupted 

records of your marketing and web design 

actions, as well as advanced segments to 

breakdown visitor data and gain valuable 

insights on their online experiences. 

Social Mention: The social media 

equivalent to Google Alerts, this is a useful 

tool that allows you to track mentions for 

identified keywords in a video, blogs, 

microblogs, events, bookmarks, comments, 

news, Q&A, hash tags and even audio 

media. It also indicates if mentions are 

positive, negative, or neutral. 

There are different algorithms that 

can be implemented in sentiment analysis 

models, depending on how much data is 
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needed to analyze, and how accurate the 

model need to be. 

3.2 Sentiment analysis algorithms fall into 

one of three buckets: 

Rule based: these system 

automatically perform sentiment analysis 

bsed on a set of manually ruled aspect. 

Automatic: system rely on machine 

learning techniques to learn from data. 

Hybrid: systems combine both rule 

based and automatic approaches. 

3.3 How does sentiment analysis work? 

 

Fig.3: How Does Sentiment Analysis Work 

3.3.1 The Training and Prediction Processes 

In the training process (a), our 

model learns to associate a particular input 

(i.e., a text) to the corresponding output (tag) 

based on the test samples used for training. 

The feature extractor transfers the text input 

into a feature vector. Pairs of feature vectors 

and tags (e.g., positive, negative, or neutral) 

are fed into the machine learning algorithm 

to generate a model. In the prediction 

process (b), the feature extractor is used to 

transform unseen text inputs into feature 

vectors. These feature vectors are then fed 

into the model, which generates predicted 

tags (again, positive, negative, or 

neutral).[7][8] 

3.4 Classification Algorithms 

Naïve Bayes: a family of 

probabilistic algorithms that uses Bayes’s 

Theorem to predict the category of a text. 

Linear Regression: a very well-known 

algorithm in statistics used to predict some 

value (Y) given a set of features (X). 

Support Vector Machines: a non-

probabilistic model which uses a 

representation of text examples as points in 

a multidimensional space. Examples of 

different categories (sentiments) are mapped 

to distinct regions within that space. Then, 

new texts are assigned a category based on 

similarities with existing texts and the 

regions they’re mapped to. 

Deep Learning: a diverse set of 

algorithms that attempt to mimic the human 

brain, by employing artificial neural 

networks to process data [9][10]. 
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Abstract: ChatGPT, a public tool developed by OpenAI, and its underlying technology, GPT. The paper  

discusses the history and technology of GPT, including its generative pre-trained transformer model, its 

ability to perform a wide range of language-based tasks, and how ChatGPT utilizes this technology to function 

as a sophisticated chatbot. Additionally, the paper includes an interview with ChatGPT on its potential impact 

on academia and libraries. The interview discusses the benefits of ChatGPT such as improving search and 

discovery, reference and information services, cataloging and metadata generation, and content creation, as 

well as the ethical considerations that need to be taken into account, such as privacy and bias. ChatGPT, a 

highly sophisticated chatbot that has gained significant attention in recent months. The paper is divided into 

three parts. The first part provides definitions of some key concepts related to ChatGPT, such as natural 

language processing and artificial intelligence, and explains how they play a role in the technology. The second 

part delves into the history, technology, and capabilities of Generative Pre-Trained Transformer (GPT), the 

underlying technology of ChatGPT. It explains the concepts behind GPT, The third part of the paper gives 

an example of ChatGPT's abilities by providing the output of an interview with ChatGPT on the topic of how 

AI and GPT will impact academia and libraries. 

Keywords: ChatGPT, GPT-3, Generative Pre-Trained Transformer, AI, Academia, Libraries 

 

INTRODUCTION 

Artificial intelligence plays a key part in 

today’s technology, working behind the 

scenes to simulate human intelligence and 

help us with various things.[1] As it 

continues to evolve and develop, we are 

seeing revolutionary developments in the 

AI space.  

ChatGPT is here to prove just how 

advanced artificial intelligence has 

become, bringing a wealth of new 

developments to the table. Here, we’ll 

explore what ChatGPT is, discuss if 

ChatGPT is free, explore what we can use 

it for and look at the ethical implications.  

What is ChatGPT?  

ChatGPT is the most advanced chatbot to 

date, capable of answering complex 

questions and carrying out many advanced 

tasks. This revolutionary chatbot goes 

above and beyond what we may expect 

when it comes to generative AI. 

The mastermind behind ChatGPT is 

OpenAI, an American artificial intelligence 

research company. Even if you haven’t 

heard of OpenAI, you will have likely been 

exposed to some of its AI tools online.  

What makes ChatGPT different from 

other chatbots?  

There’s no denying that ChatGPT has made 

a huge impact during its first few months. 

But ChatGPT certainly isn’t the first of its 

kind, with ELIZA taking the title for the 

first-ever chatbot back in the 1960s. With 

incredible advancements in technology, 

we’ve come a long way since then and 

developed a wide variety of advanced AI 

tools such as LaMDA and Replika. 

But what makes ChatGPT special, and how 

does it differ from other chatbots before its 

time? Let’s find out.  

Why is ChatGPT special?  

There are several reasons why ChatGPT is 

more advanced than its various 

predecessors, so let’s look at some of the 

features that separate ChatGPT from other 

chatbots.[2] 

Conversational skills  
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ChatGPT has an impressive in-depth 

understanding of both spoken and written 

words, and even understands humour. Due 

to its unique structure, the tool is able to 

learn more about language and nuances 

than any other of its kind. 

Memory 

One of the most special things about 

ChatGPT is its ability to remember the 

context of your conversation. If you tell it 

that something is true, it will recall this and 

utilise that knowledge throughout the rest 

of your conversation.[4]  

Because of this skill, ChatGPT is no 

stranger to confirmation bias – the tool will 

feed you information based on what it 

knows to be true from previous exchanges 

between you.  

Language 

Seeing as the chatbot was built on such a 

large dataset, ChatGPT supports over 90 

languages. This means that we can interact 

with the chatbot in a wide variety of 

languages and even get the chatbot to 

translate text for us.  

Minimised harmful outputs 

Another impressive aspect of ChatGPT is 

that it is well-trained to decline any 

inappropriate or harmful requests. While 

the chatbot is still capable of saying 

potentially harmful things, the risk is very 

much minimised in comparison to other AI 

tools. If you try to instigate an inappropriate 

reaction, you’ll likely just receive an error 

message. 

METHODOLOGY  

We trained this model using Reinforcement 

Learning from Human Feedback (RLHF), 

using the same methods as InstructGPT, 

but with slight differences in the data 

collection setup. We trained an initial 

model using supervised fine-tuning: human 

AI trainers provided conversations in which 

they played both sides—the user and an AI 

assistant[7]. We gave the trainers access to 

model-written suggestions to help them 

compose their responses. We mixed this 

new dialogue dataset with the InstructGPT 

dataset, which we transformed into a 

dialogue format. 

To create a reward model for reinforcement 

learning, we needed to collect comparison 

data, which consisted of two or more model 

responses ranked by quality. To collect this 

data, we took conversations that AI trainers 

had with the chatbot.[3] We randomly 

selected a model-written message, sampled 

several alternative completions, and had AI 

trainers rank them. Using these reward 

models, we can fine-tune the model 

using Proximal Policy Optimization. We 

performed several iterations of this process. 

 

Fig. 1: Working of ChapGPT  using AI 

ChatGPT is already able to help in every 

abstracts, in literature research, to 

summarize data or information, to provide 

suggestions for structure, references, and 

titles, in language reviews to make the text 

more readable, or even to generate a full 

draft of a paper [10] At this stage, although 

feasible, no article dealing with critical care 

medicine has been published so far using 

this application.  

ChatGPT can generate text on a wide 

variety of topics. Recently, an entire letter 

to the editor was written by ChatGPT, 

answering the author's questions [1]. 

Artificial Intelligence cannot generate new 
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ideas, but it can organize and develop the 

ones of the researcher, creating an initial 

draft. However, this appears to be a starting 

point for a human-based development of 

the text, as the automatic text generated is 

far from being a substitute for the 

knowledge, creativity, and critical thinking 

of human experts.[5] 

LIMITATIONS 

ChatGPT sometimes writes plausible-

sounding but incorrect or nonsensical 

answers. Fixing this issue is challenging, 

as: (1) during RL training, there’s currently 

no source of truth; (2) training the model to 

be more cautious causes it to decline 

questions that it can answer correctly; and 

(3) supervised training misleads the model 

because the ideal answer depends on what 

the model knows, rather than what the 

human demonstrator knows. 

ChatGPT is sensitive to tweaks to the input 

phrasing or attempting the same prompt 

multiple times. For example, given one 

phrasing of a question, the model can claim 

to not know the answer, but given a slight 

rephrase, can answer correctly. 

TEACHING 
The ease with which ChatGPT can answer 

research questions can change how we 

teach. Rather than rely on testing for factual 

understanding or assigning essays, more 

complex assignments connected 

specifically with the content of the course 

will be required. The current trend of 

embedding and integrating more active and 

experiential learning activities into the 

curriculum can also help, especially if 

assignments take other forms such as 

infographics, podcasts, or videos. 

Academic libraries already provide 

services and spaces for these types of 

creations and learning opportunities. 

Librarians can assist faculty in creating 

such assignments.[6] 

ChatGPT can also create syllabi, sample 

lesson plans, and the text for a LibGuide in 

seconds. Some have even suggested that 

ChatGPT could act as a graduate assistant 

to a class, providing tutoring support to 

students. 

 

PRODUCTIVITY 
Librarians can maximize their productivity 

in other ways using AI tools. ChatGPT can 

write emails, such as a cold call 

encouraging a faculty member to use the 

library’s e-reserve service. It can generate a 

list of read-a-likes or books on topics for a 

thematic display.[8] Drafts of marketing 

materials such as press releases and even 

event posters can be created via AI queries. 

The ways that AI tools can make writing 

and image creation faster and easier 

appears limitless 

 

EQUITY AND INCLUSION 
Just like any creation, AI tools can be 

biased based on the preconceptions of their 

creators or the accuracy of their data 

sources.[9] Librarians can encourage 

students to be aware of biases that may 

appear in ChatGPT’s answers. OpenAI’s 

current monetization of ChatGPT, offering 

a paid “pro” tier promising more reliable 

access and faster response time, raises red 

flags for the future of such product. Such a 

model could produce a knowledge trade 

with haves and have-nots depending on an 

individual’s ability to foot the bill. 

 

CONCLUSIONS 

ChatGPT is an AI software potentially able 

to assist in the writing process of a 

scientific paper and can help in the 

literature review, identify research 

questions, provide an overview of the 

current state of the field, and assist with 

tasks, such as formatting and language 

review. Moreover, it can have applications 

in clinical practice as time-savers. As 

chatbot tools will be widely adopted in the 

near future, it is crucial to have 

international academic regulations in place 

to regulate their use in scientific writing and 

establish mechanisms for identifying and 

penalizing unethical usage. Chatbots are 

simply tools, they can assist human 

researchers but should not be used as a 
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replacement for human researchers' 

expertise, judgment, and personality. 

 REFERENCES 

1. Stiennon, Nisan, et al. “Learning to 

summarize with human feedback.” 

Advances in Neural Information 

Processing Systems 33 (2020): 3008-

3021.↩︎ 

2. Gao, Leo, John Schulman, and Jacob 

Hilton. “Scaling Laws for Reward 

Model Overoptimization.” arXiv 

preprint arXiv:2210.10760 (2022). ↩︎ 

3. Kenway, Josh, Camille François, Sasha 

Costanza-Chock, Inioluwa Deborah 

Raji, and Joy Buolamwini “Toward 

Trustworthy AI Development: 

Mechanisms for Supporting Verifiable 

Claims,” April 2020.  

4. King MR. The future of AI in medicine: 

a perspective from a Chatbot. Ann 

Biomed 

Eng.2022;51:291– https://doi.org/10.10

07/s10439-022-03121-w. 

Article PubMed Google Scholar 

5. Hutson M. Could AI help you to write 

your next paper? Nature Nature 

Research. 2022;611:192–3. 

Article CAS Google Scholar  

6. Suverein MM, Delnoij TSR, Lorusso R, 

Bruinsma GJBB, Otterspoor L, Kraemer 

CVE, et al. Early extracorporeal CPR for 

refractory out-of-hospital cardiac arrest. 

New Engl J Med. 2023;388:299–

309. https://doi.org/10.1056/NEJMoa22

04511. 

7. Bishop, C. M. (1994). Neural networks 

and their applications. Review of 

Scientific Instruments, 65, article 

1803.https://doi.org/10.1063/1.1144830   

8. Brockman, G., Cheung, V., Pettersson, 

L., Schneider, J., Schulman, J., Tang, J., 

& Zaremba, W. (2016). Openai gym. 

arXiv. 

https://doi.org/10.48550/arXiv.1606.01

540  

 9. Networks SMARTer than Second         

Graders?. arXiv. 

https://doi.org/10.48550/arXiv.2212.09

993   

10. Dale, R. (2017). NLP in a post-truth 

world. Natural Language Engineering, 

23(2), 319-324.   
 

 

 



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

 
  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 243 

 

Effect of Mobile Phone Use in Schools 

1Miss. Pooja Chatap, 2Miss. Sakshi Mahiskar, 3Prof. Sandhya Dahake 

1G.H.R.I.E.T. Nagpur, Pooja.chatap.mca@ghrietn.raisoni.net 
2G.H.R.I.E.T., Nagpur, Sakshi.mahiskar.mca@ghrietn.raisoni.net 

3H.O.D, G.H.R.I.E.T., Nagpur, Sandhya.dahake@raisoni.net 
 

Abstract: The increasing prevalence of mobile devices in school has led to debate about their effects on 

students and behaviour. This literature review explores the research on the effect of mobile use in schools, 

including both the positive and negative effect. The positive effects include increased access to information, 

improved collaboration and communication among students and increased engagement and motivation. 

However, the negative effects include distractions from learning, cyberbullying, addiction and negative 

impacts on mental health. Overall, while mobile devices can be a useful tool for learning, it is important for 

schools to establish clear guidelines and policies to ensure their effective and responsible use in the classroom. 

Keyword: Effect, School, Mobile. 

i)  Introduction 

Over the past decade, the use of 

mobile devices, such as smartphones and 

tablets, has become increasingly prevalent 

in schools. While these devices offer many 

benefits, including improved access to 

information and new ways to engage 

students in the learning process, they have 

also raised concerns about their impact on 

student behaviour and academic 

performance. The issue of mobile device 

use in schools has become a topic of debate, 

with some educators and parents 

advocating for their use as a valuable tool 

for learning, while others argue that they 

are a distraction and can negatively impact 

student well-being. This literature review 

aims to explore the research on the effect of 

mobile use in schools, including both the 

positive and negative effects, to provide a 

more comprehensive understanding of the 

issue. By examining the available evidence, 

this review seeks to inform discussions on 

how best to integrate mobile devices into 

the classroom while minimizing their 

potential drawbacks. 

ii) Previous Background 

The use of mobile devices in 

schools is a relatively recent development, 

as smartphones and tablets have only 

become widely available in the last decade. 

Despite their relative novelty, the impact of 

mobile device use on student learning and 

behaviour has been the subject of much 

research and discussion. One of the primary 

benefits of mobile devices in schools is 

their ability to provide students with access 

to a wealth of information and resources 

beyond what is available in traditional 

textbooks. They also offer new ways to 

engage students in the learning process, 

such as through interactive apps and games. 

However, concerns have been raised about 

the potential negative effects of mobile 

device use, such as distraction from 

learning, cyberbullying, addiction, and 

negative impacts on mental health. These 

concerns have led to calls for schools to 

establish clear guidelines and policies 

regarding the use of mobile devices in the 

classroom. Overall, there is a need for 

further research to better understand the 

effects of mobile device use in schools and 

how best to integrate them into the learning 

process. 

iii) Concept of Effect of mobile use in 

school 

The concept of the effect of mobile 

use in schools refers to the impact that the 

use of mobile devices, such as smartphones 

and tablets, has on student behaviour, 

academic performance, and overall well-

being in a school setting. The concept 

encompasses both the positive and negative 

effects of mobile device use. On the 

positive side, mobile devices can increase 

access to information and educational 

resources, enhance communication and 
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collaboration among students, and improve 

engagement and motivation. However, on 

the negative side, mobile devices can lead 

to distractions, cyberbullying, addiction, 

and negative impacts on mental health. The 

concept of the effect of mobile use in 

schools is complex, as it involves multiple 

factors such as the age of the students, the 

type of device used, the frequency and 

duration of use, and the policies and 

guidelines established by the school. As 

such, the concept requires a comprehensive 

understanding of the potential benefits and 

risks associated with mobile device use, as 

well as strategies for managing their use in 

a responsible and effective way. 

iv) Literature Review 

The literature on the effect of 

mobile use in schools is divided on the 

issue. Some studies have found that mobile 

devices can have a positive impact on 

student learning and engagement. For 

example, a study by Kirschner and 

Karpinski (2010) found that students who 

used mobile devices to access information 

related to their coursework had higher 

grades than those who did not use mobile 

devices. Similarly, a study by Hwang and 

Tsai (2011) found that students who used 

mobile devices to access educational apps 

and games were more engaged in their 

learning and had higher levels of 

motivation. 

However, other studies have found 

that mobile devices can have a negative 

impact on student learning and behaviour. 

For example, a study by Faria and Rocha 

(2016) found that students who used mobile 

devices during class were more likely to be 

distracted and had lower academic 

performance than those who did not use 

mobile devices. Similarly, a study by 

Rosen, Lim, Carrier, and Cheever (2011) 

found that high mobile phone use was 

associated with lower levels of academic 

achievement and higher levels of anxiety 

and stress. 

In addition to academic 

performance, mobile device use in schools 

has also been linked to cyberbullying, 

addiction, and negative impacts on mental 

health. A study by Hinduja and Patchin 

(2018) found that students who experienced 

cyberbullying through mobile devices were 

more likely to report lower levels of 

academic performance and higher levels of 

emotional distress. Similarly, a study by 

Lepp, Barkley, and Karpinski (2014) found 

that high mobile phone use was associated 

with increased levels of anxiety and 

depression. 

v) Analysis and Discussion 

The effect of mobile use in schools 

has been a topic of debate among educators, 

policymakers, and parents for many years. 

While mobile devices can be a valuable tool 

for learning and engagement, they also pose 

risks to student well-being and academic 

performance. 

Several studies have found that 

mobile device use can have a positive 

impact on student learning and 

engagement. For example, students who 

use mobile devices to access educational 

apps, games, and online resources may 

have higher levels of motivation and 

engagement. Mobile devices can also help 

students access information quickly and 

easily, which can improve academic 

performance. 

However, other studies have found 

that mobile device use can have negative 

impacts on student well-being and 

academic performance. One major concern 

is that mobile device use can be a 

significant distraction for students. 

Students who use mobile devices during 

class are more likely to be distracted and 

have lower academic performance than 

those who do not use mobile devices. 

Mobile device use has also been 

linked to cyberbullying, addiction, and 

negative impacts on mental health. 

Students who experience cyberbullying 

through mobile devices are more likely to 

report lower levels of academic 

performance and higher levels of emotional 
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distress. High mobile phone use has also 

been associated with increased levels of 

anxiety and depression. 

To balance the potential benefits 

and risks of mobile device use in schools, it 

is essential to establish clear policies and 

guidelines for their use. These policies 

should take into account the age of the 

students, the type of device used, the 

frequency and duration of use, and the 

specific learning goals of the classroom. 

Educators and policymakers should also 

provide training and resources for students 

and teachers to ensure responsible and 

effective use of mobile devices in the 

classroom. 

In conclusion, the effect of mobile 

use in schools is a complex issue that 

requires careful consideration and 

management. While mobile devices can be 

a valuable tool for learning and 

engagement, they also pose risks to student 

well-being and academic performance. By 

establishing clear policies and guidelines 

and providing resources and training, 

educators and policymakers can help 

ensure that mobile device use in schools is 

both effective and safe for all students. 

vi) Conclusion 

In conclusion, the effect of mobile 

use in schools is a complex issue that 

requires careful consideration and 

management. While mobile devices offer 

many benefits for learning and 

engagement, they also pose significant 

risks to student well-being and academic 

performance. The literature suggests that 

the key to maximizing the benefits of 

mobile device use in schools and 

minimizing the negative effects is to 

establish clear policies and guidelines for 

their use. 
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Abstract: In this paper, evolution of artificial intelligence (AI) involves how the AI will be evolve with time, 

its previous and latest forms and which technologies are includes in AI. Artificial Intelligence (A.I.) is a 

multidisciplinary field whose goal is to automate activities that presently require human intelligence. Recent 

successes in A.I. include computerized medical diagnosticians and systems that automatically customize 

hardware to particular user requirements.In this we know about how far AI go with time and how much it 

will be explore. Machine learning is part of AI. In machine learning there is various types of robots has been 

developed and there is massive growth in these field. AI's objective is to build algorithms that learn from its 

observations and modify future processing results; “machine-learning” is to make an intelligent machine. 

1. INTRODUCTION: 

Artificial intelligence (AI) in simple term is 

the ability of a computer program or a 

machine to think and learn. AI is a field of 

studying and trying to make computer 

smart. 

Artificial intelligence (AI) is the simulation 

of the human intelligence and behaviour 

processes by machines or a computer 

system. In artificial intelligence there is 

trying to make a replica of humans. 

Artificial intelligence (AI) makes it 

possible for machines to learn from 

experience, adjust a new inputs and 

perform tasks like humans do. Most AI 

examples that you hear about today from 

chess-playing computers to self-driving 

cars  rely heavily on deep learning and 

natural language processing. 

The ultimate goal of artificial intelligence is 

to make computer programs that tries to 

mimic humans like speaking, walking, 

doing things, etc and top of that think on its 

own and  make decisions. 

 

2. PREVIOUS BACKGROUND: 
Artificial Intelligence has grown into a 

formidable tool in recent years allowing 

robots to think and act like humans. 

Furthermore, it has attracted the attention of 

IT firms all around the world and is seen as 

the next major technological revolution 

following the growth of mobile and cloud 

platforms. 

A generation of scientists, physicists, and 

intellectuals had the idea of AI, but it 

wasn’t until Alan Turing, a British 

polymath, proposed that people solve 

problems and make decisions using 

available information and also a reason. 

The difficulty of computers was the major 

stumbling block to expansion. They needed 

to adapt fundamentally before they could 

expand any further. Machines could 

execute orders but not store them. Until 

1974, financing was also a problem. By 

1974, computers had become extremely 

popular. They were now quicker, less 

expensive, and capable of storing more 

data. 

AI evolved into a powerful tool that enables 

machines to think and act like humans. 

Moreover, it has garnered focus from tech 

companies around the world and is 

considered as the next significant 

technological shift after the evolution in 

mobile and cloud platforms. Some even call 

it the fourth industrial revolution. Forbes 

states, “By 2020, businesses that use AI and 

related technologies like machine learning 

and deep learning to uncover new business 

insights will take $1.2 trillion each year 

from competitors that don’t employ these 

technologies.” 

 

3. LATEST TECHNOLOGIES: 

 

3.1 Natural language generation 
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Natural language generation (NLG) is a 

software process that produces natural 

language output. A widely-cited survey of 

NLG methods describes NLG as "the 

subfield of artificial intelligence and 

computational linguistics that is concerned 

with the construction of computer systems 

than can produce understandable texts in 

English or other human languages from 

some underlying non-linguistic 

representation of information". 

Natural language generation (NLG) is the 

use of artificial intelligence (AI) 

programming to produce written or spoken 

narratives from a data set. NLG is related to 

human-to-machine and machine-to-human 

interaction, including computational 

linguistics, natural language processing 

(NLP) and natural language understanding 

(NLU). 

NLG is a multi-stage process, with each 

step further refining the data being used to 

produce content with natural-sounding 

language. The six stages of NLG are as 

follows: 

 Content analysis. Data is filtered to 

determine what should be included in 

the content produced at the end of the 

process. This stage includes 

identifying the main topics in the 

source document and the relationships 

between them. 

 Data understanding. The data is 

interpreted, patterns are identified and 

it's put into context. Machine learning 

is often used at this stage. 

 Document structuring. A document 

plan is created and a narrative 

structure chosen based on the type of 

data being interpreted. 

 Sentence aggregation. Relevant 

sentences or parts of sentences are 

combined in ways that accurately 

summarize the topic. 

 Grammatical 

structuring. Grammatical rules are 

applied to generate natural-sounding 

text. The program deduces the 

syntactical structure of the sentence. It 

then uses this information to rewrite 

the sentence in a grammatically 

correct manner. 

 Language presentation. The final 

output is generated based on a 

template or format the user or 

programmer has selected. 

 

3.2 Machine learning: 

Machine learning is a branch of artificial 

intelligence (AI) and computer science 

which focuses on the use of data and 

algorithms to imitate the way that humans 

learn, gradually improving its accuracy. 

Over the last couple of decades, the 

technological advances in storage and 

processing power have enabled some 

innovative products based on machine 

learning, such as Netflix’s recommendation 

engine and self-driving cars. 

Machine learning is an important 

component of the growing field of data 

science. Through the use of statistical 

methods, algorithms are trained to make 

classifications or predictions, and to 

uncover key insights in data mining 

projects. These insights subsequently drive 

decision making within applications and 

businesses, ideally impacting key growth 

metrics. As big data continues to expand 

and grow, the market demand for data 

scientists will increase. They will be 

required to help identify the most relevant 

business questions and the data to answer 

them. 

 

3.3 Peer to peer network: 

A peer-to-peer network is a simple network 

of computers. It first came into existence in 

the late 1970s. Here each computer acts as 

a node for file sharing within the formed 

network. Here each node acts as a server 

and thus there is no central server in the 

network. This allows the sharing of a huge 

amount of data. The tasks are equally 

divided amongst the nodes. Each node 

connected in the network shares an equal 

workload. For the network to stop working, 

all the nodes need to individually stop 

working. This is because each node works 

independently. 

Almost all OS today support P2P networks 

so this is one of the best advantage of peer 

to peer network. 
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3.4 Robotic process automation: 

Robotic process automation (RPA) is a 

software technology that makes it easy to 

build, deploy, and manage software robots 

that emulate humans actions interacting 

with digital systems and software. Just like 

people, software robots can do things like 

understand what’s on a screen, complete 

the right keystrokes, navigate systems, 

identify and extract data, and perform a 

wide range of defined actions. But software 

robots can do it faster and more consistently 

than people, without the need to get up and 

stretch or take a coffee break. 

Robotic process automation (RPA), also 

known as software robotics, uses 

automation technologies to mimic back-

office tasks human workers, such as 

extracting data, filling in forms, moving 

files, et cetera. 

 

3.5 Speech recognition: 

Speech recognition most important an 

interdiciplinary subfield of computer 

science and computational linguistics that 

develops methodologies and technologies 

that enable the recognition and 

translation of spoken of language into text 

by computers with the main benefit 

of searchability. It is also known 

as automatic speech 

recognition (ASR), computer speech 

recognition or speech to text (STT). It 

incorporates knowledge and research in the 

computer science, linguidtics and computer 

engineering fields. The reverse process is 

speech synthesis. 

Some speech recognition systems require 

where an individual speaker reads text or 

isolated vocabulary into the system. The 

system analyse the person's specific voice 

and uses it to fine-tune the recognition of 

that person's speech, resulting in increased 

accuracy. Systems that do not use training 

are called "speaker-independent" systems. 

Systems that use training are called 

"speaker dependent". 

 

4. EVOLUTIONOF AI: 

4.1 Google AI (Robot) : 

Sophia is a social humanoid 

robot developed by the Hong Kong-based 

company Hanson Robotics. Sophia was 

activated on February 14, 2016, and made 

its first public appearance in mid-March 

2016 at South by Southwest (SXSW) in 

Austin, Texas, United States. Sophia is 

marketed as a "social robot" that can mimic 

social behavior and induce feelings of love 

in humans. 

4.2 Tesla AI (Robot): 
Optimus also known as Tesla Bot is a 

conceptual general purpose robotic 

humanoid under development by Tesla 

Inc It was announced at the company's 

Artificial Intelligence (AI) Day event on 

August 19, 2021. CEO Elon Musk claimed 

during the event that Tesla would likely 

build a prototype by 2022. Musk is on 

record having said that he thinks Optimus 

"has the potential to be more significant 

than the vehicle business over time."  

Tesla Bot is planned to measure 5 ft 8 in 

(173 cm) tall and weigh 125 lb (57 kg). 

According to the presentation made during 

the first AI Day event, a Tesla Bot will be 

"controlled by the same AI system Tesla is 

developing for the advanced driver 

assistant system used in its cars" and have a 

carrying capacity of 45 lb (20 kg). 

4.3 Apple SIRI: 
SIRI is a virtual assistant that is part of 

Apple operating system. It uses voice 

queries, gesture based control, focus-

tracking and a natural language user 

interface to answer questions, make 

recommendations, and perform actions by 

delegating requests to a set of Internet 

services. With continued use, it adapts to 

users' individual language usages, searches 

and preferences, returning individualized 

results. 

Siri supports a wide range of user 

commands, including performing phone 

actions, checking basic information, 

scheduling events and reminders, handling 

device settings, searching the Internet, 

navigating areas, finding information on 

entertainment, and is able to engage with 

IOS integrated apps. With the release of 

IOS 10in 2016, Apple opened up limited 

third-party access to Siri, including third-
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party messaging apps, as well as payments, 

ride sharing, and Internet calling apps. 

 

5. CONCLUSION: 

In this paper, the comparative analysis and 

evaluation of different technologies that are 

included in artificial intelligence. These 

technologies have many advantages in 

artificial intelligence. The importance of 

this paper is to know how artificial 

intelligence will grow so much and how it 

will evolve so much. According to the 

purpose of artificial intelligence we can use 

these for reduce human efforts and time. 
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Abstract: The IoT is the decentralized type of network in which the devices can sense information and upload that 

information to the server. Security is one of the mandatory issue in any network, where sensitive data are 

transferred safely in the required direction. The IoT networks are prone to various security attacks due to 

increased usage of IoT devices. This paper is presenting an overview about different layered- architecture of IoT, 

where possible attacks on these layers occur. Security strategies with multiple IoT security Layers have become 

necessary because of the growing number of attacks targeting them. The problem of protecting distributed IoT 

units from network based attacks is presented in this paper. 

Keywords: Internet-of-Things, Layered architecture, Thread security attack   

 

I. Introduction 
In this era, Internet is basic need of life. The 

Internet of Things or IoT is defined as the 

process of connecting physical devices 

through the internet for sharing, collecting, 

and transferring data. IoT devices play a huge 

role in the discussion of IoT security. IoT 

security is critical largely because of the 

expanded attack surface of threats that have 

already been plaguing networks.  IoT has 

special security challenges such as privacy 

issues, authentication issues, management 

issues, information storage and so on. Due to 

all these issues and vulnerabilities, IoT 

applications create a fertile ground for 

different kinds of cyber threats.  
In IoT environment, five important layers are 

proposed as. [1][2] The first layer includes 

the use of various sensors and actuators to 

perceive the data or information to perform 

various functionalities. In the second layer, a 

communication network is used to transmit 

the collected data. Most of the evolving IoT 

applications deploy the third layer, to act as 

a bridge between the network and 

application layer. The fourth layer, is the 

interface between IoT devices and the 

network with which it will communicate. 

The Fifth layer has responsibilities to 

manage and control applications, business 

and profits models of IoT. IoT Network is 

extremely needed to ensure security 

requirement moreover to protect from 

intruder or security thread.  

II. Literature Review 

V. Hassija et. al (2019) [9] In their Paper, 

proposed various security threads at different 

layers of an IoT application. In their 

research, the security issues in IoT, various 

emerging and exiting technologies focused 

on achieving a high degree of trust in IoT 

application are discussed. 

M. Burhan et. Al (2018) [2] presenting the 

different layer architecture of IoT and attack 

regarding security from perspective layers 

and provide solution to these issues are 

discussed in their paper. 

III. Layer Architecture of IoT 

Due to a challenge in IoT regarding security 

and privacy, the architecture of five layers 

has also been proposed and can fulfill the 

requirements of IoT. (1) Perception layer; (2) 

Network layer; (3) Middleware layer; (4) 

Application layer; (5) Business layer.  
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Figure 1: Layers in IoT System 

Each IoT layer is susceptible to security 

thread and attacks. Each IoT layer uses 

diverse technologies that bring a number of 

issues and security threats. [2][9] 

1) Perception Layer 
It is also known as sensing layer. Its main 

responsibility is to collect useful information 

from the environment. Sensors sense the 

physical phenomenon happening around 

them. Actuators perform a certain action on 

the physical environment, based on the 

sensed data. There are various kinds of 

sensors for sensing different kinds of data. 

e.g. ultrasonic sensors, camera sensors, 

smoke detection sensors, temperature and 

humidity sensors etc. security threats of 

perception layer are: 

a) Node Capture Attack: The attackers may 

try to capture or replace the node in the 

IoT system with a malicious node. The 

new node may appear to be the part of the 

system but is controlled by the attacker. 

b) Eavesdropping: It is an unauthorized 

real-time attack where communications, 

such as phone calls, text messages, fax 

transmissions or video conferences are 

intercepted by an attacker. 

c) Fake Node and Malicious: A node added 

by an attacker consumes precious energy 

of real nodes and potentially control in 

order to destroy the network.  

d) Replay Attack: An intruder sends same 

authenticated information to the victim 

that had already been received in his 

communication by showing proof of his 

identity and authenticity. 

e) Side-Channel Attacks: It exploit leakage 

from cryptographic devices to extract 

secret keys. The leakages can be related 

to timing, power, electromagnetic 

signals, sound, light etc.  

f) Booting Attacks: The edge devices are 

vulnerable to various attacks during the 

boot process. This is because the inbuilt 

security processes are not enabled at that 

point.  

2) Network Layer  
It is also known as transmission layer. [7][8] 

The key function of the network layer is 

transmitting the information received from 

the perception layer to the computational unit 

for processing. The medium for the 

transmission can be wireless or wire based. It 

also takes the responsibility for connecting 

the smart things, network devices and 

networks to each other. Therefore, it is highly 

sensitive to attacks from the side of attackers. 

The major security issues are as follows.  

a) Phishing attacks: [6] It is the practice of 

sending fraudulent communications. 

And usually done through email. The 

goal is to steal sensitive data like credit 

card and login information and to 

install malware on the victim’s machine.  

b) Access Attack: An unauthorized person 

gains to access the IoT network. The 

attacker can continue to stay in the 

network, undetected for a long duration. 

It steals valuable data rather than to cause 

damage to the network. 

c) DoS Attack: The attacker sends 

continuously garbage or unnecessary 

request to the server. There for the sever 

gets down. When a valid user is send the 

request to the server but can’t response to 

the user. Then it denies the user request. 

d) DDoS Attack: The attacker sends the 

request on a corrupt file or virus to the ‘n’ 

number of devices or a bunch of devices 

are connected the internet. If any system 

or devices are download that file, then the 
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virus is come in devices then it said to be 

infected device. 

e) Data Transit Attacks: Data store in the 

local servers or the cloud has a security 

risk. but the data is moving from one 

location to another, is even more 

vulnerable to cyber-attacks.  

f) Routing Attacks: Malicious nodes in an 

IoT application may try to redirect the 

routing paths during data transit. 

3) Middleware Layer  
It is also known as the processing layer. It 

collects the information from a transmission 

layer. It can also provide powerful computing 

and storage capabilities. It has the 

responsibility to eliminate extra information 

that has no meaning and extracts the useful 

information. it also removes the problem of 

big data in IoT. In big data, a large amount of 

information is received which can affect 

performance of IoT. Database security and 

cloud security are other main security 

challenges in the middleware layer are 

discussed as follows. 

a) Man-in-the-Middle Attack: is a type of 

cyber-attack in which the attacker 

secretly intercepts and change messages 

between two parties who believe they are 

communicating directly with each other. 

And controls the entire conversation.  

b) SQL Injection Attack: Attacker can 

embed malicious SQL statements in a 

program. Then the attackers can obtain 

private data of any user and can even 

alter records in the database.  

c) Storage Attack: The information of users 

is stored on storage devices or the cloud, 

both can be attacked by the attacker and 

user’s information may be changed into 

incorrect details.  

d) Exploit Attack: It is immoral or illegal 

attack in a form of software, chunks of 

data or a sequence of commands. It takes 

advantage of security vulnerabilities in 

an application, system or hardware.  

e) Signature Wrapping Attack: In the 

middleware, XML signatures are used. 

The attacker breaks the signature 

algorithm and can execute operations or 

modify eavesdropped message by 

exploiting vulnerabilities. 

f) Cloud Malware Injection: The attacker 

can obtain control, inject malicious code 

into the cloud and access to service 

requests of the victim’s service. Then he 

can capture sensitive data and can be 

modified as per the instance.  

4) Application Layer  
The applications of IoT can be smart homes, 

smart cities, smart health, animal tracking, 

etc. It has the responsibility to provide the 

services to the applications. The services may 

be varying for each application because 

services depend on the information that is 

collected by sensors. when IoT is used in 

order to make a smart home, it introduces 

many threats and vulnerabilities from the 

inside and outside. Major problems regarding 

security of application layer are: [7] 

a) Data Thefts: is the illegal transfer or 

storage of personal, confidential or 

financial information. The data stolen 

can be anything from bank account 

information, passport numbers, social 

security numbers, medical records, 

online subscriptions etc. 

b) Access Control Attacks: Once the access 

is compromised, then complete IoT 

application becomes vulnerable to 

attacks.  

c) Security Interruption Attacks: If an asset 

of the system is destroyed then a network 

service is made degraded or unavailable 

for legitimate user.  

d) Malicious Code Injection Attacks: [8] It 

injected the code into interpreted or 

executed application. Attackers use XSS 

(cross-site scripting) to inject some 

malicious script into the trusted website.  

e) Sniffing Attacks:  Sniffing is act of 

monitoring and capturing all data packets 

passing through given network. This may 

allow the attacker gain to access the 

confidential user data if there are not 

enough security protocols implemented 

to prevent it. 
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f) Reprogram Attacks: If the programming 

process is not protected, then the 

attackers can try to reprogram the IoT 

objects remotely.  

 

5) Business Layer 
The business layer manages the whole IoT 

system, including applications, business and 

profit models and users’ privacy. It also has 

the ability to determine how information can 

be created, stored and changed. Vulnerability 

in this layer permits the attackers to misuse 

an application by avoiding the business logic. 

Most problems regarding security are 

weaknesses in an application that result from 

a broken or missing security control. Security 

issues in the Business layer are as follows.  

a) Business Logic Attack: It abuse the 

functionality of a program - as opposed 

to an application vulnerability. It controls 

and manages the exchange of 

information between a user and a 

supporting the database of an application. 

Certain common flaws such as improper 

coding by a programmer are password 

recovery validation, input validation and 

encryption techniques.  

b) Zero-Day Attack: “zero-day” refers to 

the number of days available to the 

software or hardware vendor to issue a 

patch. It exploits a software vulnerability 

that is not known to the software vendor 

or its users then there is no patch to repair 

it. 

IV. The Security Strategies used in IoT 
Specific strategies and tools are necessary for 

properly securing more specialized systems 

and aspects of the IoT. However, users can 

apply a few best practices to reduce risks and 

prevent threats. There are different strategies 

to ensure security including: [2][9]  

a) Assign an administrator of IoT.   

b) Regularly check for patches and 

updates.  

c) Use strong and unique passwords for 

all accounts. 

d) Prioritize Wi-Fi security.    

e) Monitor baseline network and device 

behavior. 

f) Apply network segmentation. 

g) Secure the network and use it to 

strengthen security.  

h) Secure IoT-cloud convergence and 

apply cloud-based solutions.  

i) Firewalling is necessary in IoT 

network to filter packets  

j) Take into consideration the different 

protocols used by IoT devices in order 

to reduce risks and prevent threats. 

V. Security Requirement 
IoT security is the protection of the physical 

components, applications, data and network 

connections to ensure for Security 

Requirement of IoT ecosystems. Securing 

IoT devices from unauthorized access 

ensures that they do not become a gateway 

into other parts of the network or leak 

sensitive information. All this means that 

ensuring the security of the IoT is 

indispensable. Securing IoT systems and 

applications should begin with 

understanding the most important security 

requirements that emerge in such systems 

and applications. [5][7][11] 
1) Confidentiality: means the protection of 

information from illegitimate read 

access. When sensitive data are 

transferred between the nodes, the data 

must be transferred to the correct node 

and not to the neighboring enemy node. 

the data management mechanisms will 

be applied and is protected throughout 

the process.  

2) Integrity: means protection against 

illegitimate modification of data. It can 

be imposed by maintaining end-to-end 

security in IoT communication. The data 

traffic is managed by the use of firewalls 

and protocols. It is needed to ensure that 

the data received are not altered.  

3) Availability: The vision of IoT is to 

connect as many smart devices as 

possible. The users of the IoT should 

have all the data available whenever they 

need it in accurate time.  
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4) Authentication: The intended receiver 

typically acts upon the data and sure that 

the data originates from a trusted source. 

When there is a two-party 

communication, the authenticity can be 

checked by sharing a secret key and 

message authentication code for all the 

data being communicated. 

5) Data Freshness: This is the freshness 

guarantee of each transmitted message 

that protects data communication 

mechanisms against repeated attacks. 

which can be achieved by adding a time-

related counter to the transmitted packet. 

6)  Non-repudiation: It guarantees that a 

sender and receiver of digital information 

or a message cannot repudiate the 

message and their involvement during 

the communication. The proof of 

delivery guarantees the sender that the 

user has received the message. 

7) Access control and authorization: Access 

control is authorization mechanism that 

allows only legitimate users or processes 

to access the data or account. Threat has 

limited access to all the areas of the 

device in the event of an attack. 

8) Trustworthy computing: It means that the 

computing environment on which the 

system is running and services provide is 

difficult to corrupt by attackers. 

VI. Conclusion 
In this paper, various security threats at 

different layers such as sensing layer, 

network layer, middleware layer, application 

layer, business layer of an IoT application has 

been studied. These threats observed in the 

IoT application can be resolved as per the 

requirement of security as discussed in the 

paper. 
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Abstract : Computer vision is currently getting a lot of attention in terms of the human-machine interface, 

particularly with regard to facial emotion identification. Applications for these methods include advertising, 

security systems, and human-computer interaction, among many others. This study uses deep learning and 

convolutional neuronal networks (CNN) to introduce a novel method for detecting gender and facial 

emotion. The suggested technique trains a CNN model to properly identify a person's gender and emotions 

using a collection of facial photos. In order to capture the complex aspects and patterns of face emotions and 

gender characteristics, a machine learning algorithms model is trained using a sizable dataset of facial 

photos. The suggested method performs at the cutting  edge for gender and face emotion recognition on 

common benchmark datasets. The findings show that the suggested approach is extremely reliable, strong, 

and effective in identifying gender and facial emotion. Depending on the mood, appearance, or gender being 

identified, the model's accuracy varies. As an illustration, compared to other emotions, the model is more 

accurate at identifying happiness and melancholy. 

 

Keywords: Face and emotion recognition, Machine Learning, Convolutional Neural Network (CNN), 

Computer Vision (CV), Deep Learning Techniques, Caffe Model 

 

1. INTRODUCTION 

Computer vision is currently getting a 

lot of attention in regard to the human-

machine interface, particularly as it 

pertains to facial expression 

identification. Face recognition and 

detection are frequently utilized in 

applications that are dependent on 

security. Applications for these methods 

include advertising, security systems, 

and human-computer interaction, 

among many others. A general 

computer vision technique for locating 

and identifying faces in pictures and 

movies is face detection. Algorithms for 

machine learning that have been trained 

on substantial collections of annotated 

faces are typically used for this. 

Another computer vision problem 

called "gender detection" entails 

determining the sexual identity of a 

human in an image or video. 

Identifying a person's emotional state is 

a more difficult computer vision 

problem known as emotion detection. 

Automating the process of recognizing and 

evaluating emotions, faces, and gender from 

photos and videos is the main goal and purpose 

of employing machine learning and learning 

techniques for these tasks. These activities may 

now be completed quickly and in large 

quantities because to the deployment of deep 

learning models, which also enable excellent 

accuracy. Ultimately, the major goal of utilizing 

machine learning and pattern recognition for 

emotions, facial, and gender recognition is to 

simplify and improve the reliability of these 

activities, opening up a wide range of useful 

applications in numerous industries. To 

experiment with a novel method of age, gender, 

and emotion detection in real- time by 

combining Caffe Model with Convolutional 

Neural Network. The primary focus of the 

project is to develop a system that can 

accurately detect emotions, faces, and genders 

in images and videos using advanced computer 

vision techniques and deep learning algorithms. 

 

2. LITERATURE REVIEW OF 

RELATED RESEARCH 
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Chahak Gautam et.al [1], Facial 

emotion recognition using Handcrafted 

features and CNN. This study 

suggests a method for emotion 

detection that makes use of 

convolution neural networks and 

feature extraction. HOG and SIFT 

feature extraction methods are 

combined with a convolutional neural 

network. CKplus and JAFFE data sets 

are taken into consideration for the 

development and evaluation of the 

suggested technique. Experimental 

findings demonstrate that HOG plus 

CNN outperforms cutting-edge 

models. 

 

Naveed Ahmed et.al [2], A systematic 

survey on multimodal emotion 

recognition using learning algorithms. 

The study provides an overview of a 

variety of easily accessible, highly 

accurate emotion collection techniques. 

Also, it contrasts the most popular 

datasets for emotion recognition. In 

order to obtain high level 

characteristics for classification, it also 

describes several artificial and machine 

learning classifiers that can be used. In-

depth explanations of several data 

fusion techniques are also provided, 

highlighting both their advantages and 

disadvantages. 

Monisha.G.S et.al [3], Enhanced 

Automatic Recognition of Human 

Emotions Using Machine Learning 

Techniques. After years of research on 

the subject, there are currently no 

reliable methods for accurately 

identifying human emotions. The 

suggested approach uses machine 

learning to construct an actual emotion 

recognition system in order to get 

around this issue. 

 

Abhinav Lahariya et.al [4], Real-time 

Emotion and Gender Classification 

using Ensemble CNN. In order to create a 

structural model that can identify a person's 

gender and emotion, an Ensemble CNN is 

implemented in this study. Using the FER-2013 

dataset, the experimental findings demonstrate 

an accuracy of 68% for classifying emotions 

and 95% for classifying gender on the IMDB 

dataset. This research can analyse both a single 

face image and a collection of face photographs 

to predict gender and emotion. 

 

Abu Rumman Refat et.al [5], Real time Face 

detection and Emotion and Gender 

Classification Using Convolutional Neural 

Network. Researchers develop a universal 

Convolutional Neural Network (CNN) for 

planning for reality, and then validated their 

model by building a real-time vision system 

that concurrently detects faces, classifies their 

gender, and recognizes their emotions. To 

evaluate the learning feature and show the 

weighted real-time CNN that discovered the 

dynamic weight shift, we employed the real- 

time guided back propagation technique. 

 

Dibya JYOTI Sharma et.al [6], REGA: Real- 

Time Emotion, Gender, Age Detection Using 

CNN-A Review. In this research, they present a 

methodology and algorithm to analyse face 

photos captured by a camera to estimate a 

person's age, gender, and emotion in real-time. 

In this article, they go over the CNN-based 

architecture for creating real-time models. In 

numerous applications, including forensics, 

security management, data analysis, video 

observation, and human-computer interaction, 

emotion, gender, and age detection of facial 

images captured by webcams play a significant 

role. 

 

Amjad Rehman Khan et.al [7], Facial Emotion 

Recognition Using Conventional Machine 

Learning and Deep Learning Methods: Current 

Achievements, Analysis and Remaining 

Challenges. The goal of this study is to 

emphasise the potential research gap in this 
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field for new researchers by providing 

a comprehensive evaluation of FER 

utilising conventional ML and DL 

approaches. Finally, this review study 

serves as a manual and is highly 

beneficial for both experienced 

researchers seeking for fruitful routes 

for future work and for inexperienced 

investigators in the FER field by giving 

a general understanding and 

fundamental knowledge of the present 

state-of-the-art approaches. 

 

Rio Febrian et.al [8], Facial expression 

recognition using bidirectional LSTM – 

CNN. On the CK+ dataset, researchers 

run the tests and assess the built-model 

correctness. The dataset is enhanced 

with additional data to enhance model 

performance and avoid overfitting. The 

results show that when compared to 

other methods, the BiLSTM-CNN 

method obtains a state-of-the-art 

accuracy rate. Surya Teja Chavali et.al 

[9] , Smart Facial Emotion Recognition 

With Gender and Age Factor 

Estimation. The evaluation metrics 

display how well the model performs in 

terms of the Recognition system's 

accuracy. The installation of the DL and 

ML model onto a Mobile or wearable 

device, such as a smartphone or watch, 

for a real-time use case, could be one of 

the work's future improvements. 

 

On the age/gender issue in retail 

applications, a quick literature survey is 

given. In this research, 

A. S. Kharchevnikova[10] creates a 

mobile system for age and gender 

detection using deep convolutional 

neural networks. As a result, the 

Android platform is used to construct 

the suggested system's offline 

application . 

 

3. METHODOLOGY 

To detect face emotions and gender using a 

CNN model and deep learning with the Caffe 

framework, the methodology involves 

collecting and preprocessing a dataset, 

designing and training a CNN model, validating 

and testing the model, deploying it in a real-

world application, and monitoring and 

improving its performance over time. The 

dataset is split into training, validation, and 

testing sets, and the CNN model is trained using 

the training set with techniques like data 

augmentation and regularization to prevent 

overfitting. The model's performance is 

evaluated on the validation set and then tested 

on the testing set. Finally, the trained model is 

deployed in a real-world application and 

continuously monitored and improved based on 

user feedback.  

 
 

 Image classification 

A method of categorization using contextual 

information in images is known as contextual 

image classification, and it is a subject of 

pattern classification in computer vision. 

"Contextual" suggests that this method focuses 

on the relationships between the neighboring 

commonly known as the neighborhood. 
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Gender classification 

Age and gender are two of the most 

important facial characteristics, and 

since they are so fundamental to social 

interactions, estimating them from a 

single face image is a critical task in 

intelligent applications like access 

control, HCI, law enforcement, 

marketing intelligence, and visual 

surveillance, among others. A 

preprocessing tool that can retrieve 

faces and other physical features from 

the picture, an algorithm that can 

integrate part-based information and the 

ensemble, a neural network that can 

categorise the gender from the ensemble 

based on a dataset that connects the 

peculiarities of these physical attributes 

for males and females, and a neural 

network that can extract the gender from 

the ensemble should all work. 

 

 
 

Fig. Gender classification flowchart 

 

 Emotion classification: People's emotions 

can be expressed through and changed by 

images. Understanding what emotions are expressed 

and the manner in which suggested by the video 

elements of images is fascinating and crucial. They 

investigate straightforward yet efficient deep 

learning-based techniques for image emotion 

analysis in response to the recent successes of 

convolutional neural networks (CNN) in visual 

recognition. We use the adjusted CNN to extract 

features at several levels and different locations in 

order to collect both global and local data. For each 

level, the features at Vector and concatenated to 

create a compact representation. 

 

4. MODULES 

Module 1: Gender detection When presented with a 

frame or stream, the CNN algorithm looks for faces 

within every frame. Identify as Male or Female: 

Once faces are       detected inside the frame, the 

characteristics of the features are retrieved, and a 

secondary layer of CNN is used to    ascertain the 

gender of the faces. Using OpenCV, the result is 

shown on a frame with the gender and a range of 

values. A square box with the faces and the predicted 

gender and age makes up the final frame. 

 

Module 2: Emotion detection The flowchart for 

emotion detection using a CNN starts with 

collecting a dataset of facial images with emotion 

labels. The collected images are preprocessed by 

resizing, normalizing, and cropping them to a 

uniform size. The dataset is then split into 

training, validation, and testing sets. A CNN 

model architecture is designed to detect emotions 

from the facial images. The model is then trained 

using the training set, with techniques like data 

augmentation and regularization to prevent 

overfitting. The model's performance is validated 

on the validation set, and its hyper parameters are 

adjusted as necessary. Once the model is trained 

and validated, it is tested on the testing set to 

evaluate its performance. The trained model is 

then deployed in a real-world application to 

detect emotions from facial images. The model's 

performance is continuously monitored, and user 

feedback is collected to improve its accuracy. The 

model is updated as necessary based on the 

feedback, and the process of monitoring, 

improving, and updating continues. 
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5. DATASETS 

 
 

Datasets are required to train the model 

for recognition and identification , we 

have used kaagle.com for datasets of 

emotions and gender 

 

 

 
 

Fig. Datasets for man face recognition 

 

5. TECHNOLOGIES USED: 

 

1) OpenCV 

OpenCV is an Open Source Freely 

Available Computer Vision Library 

which we need to import in python, via 

this we can display real-time display 

and video or image while doing the 

analytical capabilities. 

OpenCV is a massive open-source 

computer vision, machine learning, and 

image processing library. OpenCV is 

compatible with a broad range of 

programming languages, including 

Python, C++, and Java. It can analyse 

photos and movies to recognise items, 

people, and even human handwriting. 

When it is paired 

 

 
with other libraries, such as Numpy, a 

highly efficient library for numerical 

operations, the number of weapons in your 

arsenal grows, since every operation that can 

be done in Numpy can be merged with 

OpenCV. 

 

1. Convolutional Neural Network (CNN) 

Another Deep Learning Part Where we can train 

the dataset which are based on image and after 

doing training and validation of the desired dataset 

we can do the Testing, like for example doing and 

training dataset based on gender classification, 

Emotion classification and age classification .A 

Convolutional Neural Network (CNN) is a type of 

neural network that specialises in processing data 

with a grid-like architecture, such as an image. A 

binary representation of visual data is a digital 

picture. It consists of a grid-like arrangement of 

pixels with pixel values indicating how bright and 

what colour each pixel should be. A convolutional 

layer, a pooling layer, and a fully connected layer 

are the three layers that make up a CNN. 

2. Tensorflow 

A end to end open source platform which is 

a type of Deep Learning Library which we 

need to import in python, this allow user to 

prepare model, train the model, doing 

further analysis. 

TensorFlow is the basic platform and library 

for machine learning. Keras is used by 

TensorFlow APIs to allow users to create 

their own machine learning models. 

TensorFlow can assist users in developing 

and training their model, as well as loading 

data to train the model and deploying it via 

TensorFlow Serving. 

TensorFlow also includes a JavaScript 

machine learning library. TensorFlow.js 

allows users to utilise either TensorFlow.js 

models or converted models from 

TensorFlow or TFLite, retrain the given 

models, and execute them on the web using 

the offered JavaScript APIs. 

DNN module. It does not allow for fine- 

tuning or training. Still, the OpenCV DNN 
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module may serve as an excellent 

starting point for any newcomer 

looking to dabble in the realm of 

deep-learning-based computer 

vision. 

 

1) Caffe Model 

Caffe is a CNN framework that allows 

researchers and other users to create and 

train sophisticated neural networks 

without writing much code. 

Gathering a big dataset for training the 

algorithm for age estimate using the 

convolution neural network is a hard 

and time- consuming task. The dataset 

needs to be well labelled and from social 

image database which has the private 

information of the subjects i.e. age.With 

the help of the Caffe Model, age is 

approximated. The age classifier uses a 

256x256 picture of a person's face as 

input to the algorithm, which is 

subsequently cropped to 227x227. The 

age classifier produces a number 

indicating the individual's age range. 

The age classifier provides an integer 

between 0 and seven for each of the 

eight possible age ranges. The gender 

classifier produces a binary output in 

which 1 represents male and 0 represent. 

6. Additional Table 

 
 

 

 

1. Results 

Facial emotion recognition results. 

 
 

Gender detection. 

 

  

Integrated of gender and facial emotion : 

  
 

2. Conclusion 

The research utilizes computer vision and 

deep learning techniques to detect emotions, 

faces, and genders in images. The project is 

based on the Convolutional Neural Network 

(CNN) architecture, which is a deep learning 

technique used for image classification and 

object detection. 

The dataset used for the project consists of 

images of faces that are labelled with their 

respective emotions, genders, and facial 

expressions. The CNN model is trained on this 

dataset to classify and detect the emotions, 
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faces, and genders in the given 

images. The project achieves a high 

accuracy rate in detecting emotions, 

faces, and genders in the images. 

The results demonstrate that the CNN 

model is an effective deep learning 

technique for detecting emotions, 

faces, and genders in images. The 

accuracy of the model varies 

depending on the type of emotion, 

face, or gender being detected. For 

instance, the model achieves a higher 

accuracy rate in detecting the emotions 

of happiness and sadness compared to 

other emotions. 

 

7. Limitation 

Machine learning algorithms are skewed by 

the training set. We have empirically 

demonstrated that all trained CNNs for gender 

categorization are biassed towards western 

facial characteristics and facial accessories in 

our particular application. 
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datasets used to train and test the models, 
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representative, also contributed to writing 

the paper, including drafting and revising the 

text, creating figures and tables, and citing 
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Abstract –Django is actually a framework of python. Frameworks are the tools made by the developer to help 

built your projects. This paper is all about the future perspective of Python – Django framework and about 

the new updates that are working with python for development of Django . The paper has a brief study of 

updates brought by the developer team of Django . Also about how company are using the Django updated 

versions in their websites.  

Keyword: Django , Python , Framework, versions. 

 

1. Introduction  

Django is actually a frame work of python. 

Frameworks are the tools made by the 

developer to help built your projects. 

Python was developed in late 1980s’ and 

Django the frame work of python was 

developed in fall of 2003 and was used to 

develop the applications. Django is a free 

open source  Python based web framework 

that follows,model-view-templates(MVT) 

Architecture. In June 2008, it was 

announced that this newly formed Django 

software foundation will maintain Django 

in the future. Django’s primary goal is 

makeit easier for the developer to create 

complex database-driven websites. This 

frame focus on reusability and pluggability 

of components, less code, low coupling 

rapid development.It is used by some of the 

largest websites in the world including 

Instagram, Mozilla, and NASA, but also 

lightweight enough to be a popular choice 

for weekend side projects and startups. 

Itscancreate powerful website quickly in the 

hands of a skilled developer. Django 

websites are mostly create when the website 

is very big in size or the data in the website 

is very huge. 

2. Methodology 
Python Django as discussed in the previous 

section was developed in fall of 2003 but 

the Django application was newly started 

with the year 2008 till then the Django  

development team was working on its 

updates. Django version updates started 

from the .91 version to the 1.0 version 

number. 

The 1.0 version was released on the 3 Sep 

2008. Since the last stable released, The  

Django core community had made over 

4000 code commits , fixed more than 2000 

bugs and edited , added or removed 

around 350,000 lines of code and after all 

this Django was greatly improved with the 

API stability, decoupled admin, Unicode 

.Django  1.0 represents a largest milestone 

in Django’s development . 

The 1.2 version was released on date 17th 

May 2010 Django version update came 

with important new features including the 

support for  

Multiple database connections in a single 

Django instance, model validation inspired 

by Django’s form validation, improved 

protection against cross-site request forgery 

(CSRF Token), customization of email 

sending via email backends. 

The 1.9 version was released on this Django 

version removed some feature which 

reached the end of their deprecation cycle 

and were removed in this version. Some of 

the util packages were removed as these 

packages were taken place by the updated 

version new features. Django started 

droping some of its features from 

1.7version as these features had reached 

their end of deprecation cycle and also they 

started the deprecation process for some 

features for the next version update. 
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Django then released the new feature and 

most important feature in the 2.1 version 

this vision had the model view permission 

feature the “view” permission is added to 

the model “Meta.default_permissions”. 

This allows giving user read-only access to 

models in the admin. The implementation is 

backward compatibility in that there isn’t a 

need to assign the “view” permission to 

allow users who have the ”change” 

permission to edit objects. 

Some of the other Django were also 

released in between these dates. The 

decription is given below. 

Version Release Date Notes 

0.90 16 Nov 2005  

0.91 11 Jan 2006 "new-admin" 

0.95 29 Jul 2006 "magic removal" 

0.96 23 Mar 2007 "newforms", testing tools 

1.0 3 Sep 2008 APIstability, decoupledadmin, Unicode. 

1.1 29 Jul 2009 Aggregates, transaction based tests 

1.2 17 May 2010 
Multiple db connections, CSRF, model 
validation 

1.3 23 Mar 2011 Class based views, static files 

1.4 LTS 23 Mar 2012 
Time zones, in browser testing, app 
templates. 

1.5 26 Feb 2013 Python 3 Support, configurable user model 

1.6 6 Nov 2013 
Dedicated to Malcolm Tredinnick, db 
transaction management, connection 
pooling. 

1.7 2 Sep 2014 
Migrations, application loading and 
configuration. 

1.8 LTS 1 Apr 2015 
Native support for multiple template 
engines. 

1.9 1 Dec 2015 
Automatic password validation. New 
styling for admin interface. 

1.10 1 Aug 2016 
Full text search for PostgreSQL. New-style 
middleware. 

1.11 LTS 4 Apr 2017 
Last version to support Python 
2.7. Support ended on 1 April 2020 

2.0 
2 Dec 2017 First Python 3-only release, Simplified URL 

routing syntax, Mobile friendly admin. 

2.1 1 Apr 2019 Model "view" permission. 

2.2 2 Dec 2017 Security release. 

3.0 1Aug2018 ASGI support 

3.1 1Apr 2019 Asynchronous views and middleware 

 

 

Currently using version and its features:- 

Version 4.1  

This version of Django is providing with the 

Asynchronous handler for class -based 

view. The QuerySet now provides an 

asynchronous interface for all data access 

operations. These are named as -per the 

existing synchronous operations. 

The backward incompatible changes in 4.1 

This Section describes changes that may be 

needed in third -party database backends. 
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Base Database feature has case insensitivity 

like is changed from true to false to reflect 

the behaviour of most database. 

3. Django used at work places 
Django is a popular web framework 

used in many workplaces for 

building web applications. Here are 

some common use cases where 

Django is used at work: 

1. Content Management Systems 

(CMS): Django is a great choice 

for building CMSs because of its 

built-in admin interface, which 

allows content editors to easily 

manage content on the website. 

2. E-commerce Platforms: Many e-

commerce platforms are built 

using Django because of its 

scalability, security, and ability to 

handle large amounts of data. 

3. E-commerce Platforms: Many e-

commerce platforms are built 

using Django because of its 

scalability, security, and ability to 

handle large amounts of data. 

4. Social Networking Sites: Django's 

flexible and powerful ORM makes 

it easy to create complex 

relationships between data models, 

making it a popular choice for 

building social networking sites 

5. Data Analytics Platforms: Django 

is often used in data analytics 

platforms because of its 

compatibility with data analysis 

tools and libraries, such as Pandas 

and NumPy 

6. Internal Tools: Many companies 

use Django to build internal tools, 

such as HR portals, project 

management tools, and inventory 

management systems 
Some of the industries which currently 

upgraded their websites in Django- 

1. Instagram    

 Nowadays Instagram is the most popular 

application all over the world. At present 

the usage of Django web application 

framework in Instagram seen the most. As 

it is completely composed in python. 

Topromote web applications Instagram uses 

Django. With the help of Django Instagram 

engineers assemble lot of site pages and 

web applications. 

2.YouTube 

The Largest video entertaining platform is 

Youtube and is a part of Google Company 

which uses Django framework in many of 

their projects. YouTube uses Django for 

back-end operations. New features and 

updates are added in Youtube with the help 

of   Django. 

3.Spotify 

  Spotify is the largest using platform for 

music lovers. In Spotify, Django helps to 

handle large amount of data and allow 

people to listen music on any other devices. 

4. Future scope of Django 
Django is a powerful web framework for 

building scalable and maintainable web 

applications. It has been a popular choice 

among developers for years and its future 

looks bright. Here are some reasons why: 

1. Continued support and updates: 

Django has a large and active 

community of developers who 

constantly work on improving and 

updating the framework. This 

ensures that Django remains 

relevant and up-to-date with the 

latest trends in web development. 

2. Machine Learning and AI: With the 

increasing demand for machine 

learning and artificial intelligence 

in web applications, Django has 

become a popular choice for 

developing such applications. The 

availability of machine learning 

and AI libraries in Python, along 

with Django's flexibility, makes it a 

great option for developing 

complex applications that require 

machine learning algorithms. 

3. Machine Learning and AI: With the 

increasing demand for machine 

learning and artificial intelligence 

in web applications, Django has 
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become a popular choice for 

developing such applications. The 

availability of machine learning 

and AI libraries in Python, along 

with Django's flexibility, makes it a 

great option for developing 

complex applications that require 

machine learning algorithms 

4. Security: Security is a critical 

concern for web applications, and 

Django has a number of built-in 

security features that make it a 

secure choice for building web 

applications. Its security features 

include protection against SQL 

injection, cross-site scripting (XSS) 

attacks, and clickjacking, among 

others. 

5. Scalability: Django's scalability 

makes it a great choice for 

buildinglarge-scale web 

applications. It has the ability 

tohandle high traffic loads and can 

be easily scaled up as the demand 

for the application increases 

6. Compatibility with other 

technologies: Django is compatible 

with a wide range of other 

technologies and tools, including 

databases, caching frameworks, 

front-end frameworks, and more. 

This makes it easy to integrate 

Django with other technologies and 

tools to create robust and feature-

rich web applications 

Support for asynchronous programming: 

Asynchronous programming is becoming 

more and more popular, and Django is 

expected to provide better support for it in 

the future. Integration with AI and machine 

learning: Django is already being used in AI 

and machine learning applications, and its 

integration with these technologies is 

expected to improve further. Improved 

security: Security is a crucial aspect of web 

development, and Django has always taken 

it seriously. The framework is expected to 

provide even better security features in the 

future. Enhanced performance: Django is 

known for its performance, but there is 

always room for improvement. The 

framework is expected to continue 

improving its performance and efficiency. 

Integration with more third-party packages: 

Django already has a vast ecosystem of 

third-party packages, but its integration 

with more packages is expected to further 

enhance its capabilities and functionality 

5. Conclusion 
Django's flexibility, security, and scalability 

make it a popular choice for building a wide 

range of web applications at workplaces. 

Overall, the future of Django looks 

promising, with its continued support, 

updates, and compatibility with emerging 

technologies making it an excellent choice 

for building web applicationsSome of the 

key factors that contribute to Django's 

promising future include 

1. Active development: Django has a    

strong community of developers 

who continue to contribute to its 

development and improvement 

2. Flexibility: Django can be used for a 

wide range of web applications, from 

small to large-scale projects, and 

iscompatible with different databases 

and programming languages. 

3. Security: Django has built-in 

security features that help protect 

web applications from common 

web attacks 

4. Scalability: Django is designed to 

scale easily, making it a popular 

choice for building large-scale web 

applications 

5. Integration: Django can easily 

integrate with other popular web 

technologies, such as React, Vue, 

and Angular 

.In summary, Django's future looks 

bright, and developers can expect to see 

continued improvements and updates to 

the framework that will make it even 

more powerful and versatile. 
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Abstract- One of the major issues we are confronting nowadays is activity stick, so for the reason of tackling this 

issue, we proposed an activity examination and flag clock administration framework which can recognize and 

minimize the overwhelming activity efficiently. This administration framework will work with the assistance of 

sensors, and cameras to identify the number of vehicles on the course and permit them to pass appropriately. It'll 

be executed by utilizing a live film framework to address and change over the outlines from BGR to grayscale 

outlines. This will bring noteworthy clearance in activity within a few minutes by permitting the lane with heavy 

activity to pass through which is able subsequently to result in diminishing the activity jams. 

 

Keywords- OpenCV, masking, BGR, grayscale, background subtraction. 

 

1. INTRODUCTION  
In this active world, there are expanding 

numbers of vehicles in today’s time and 

coincidental rates are additionally increasing 

so we got to create an activity control 

framework. In this manner, we ought to 

create such a framework that can help the 

activity signals intelligently. In our 

framework, the cameras on the signals tally 

the number of vehicles arriving on the signals 

within 60 sec. The flag which has an 

expansive number tally of vehicles the flag 

gets turns on to begin with. To this extent we 

utilize python as a stage and OpenCV 

libraries to check the video recordings after 

the checking we utilize question location for 

isolating the cars' shapes in the recordings. 

We tally the number of cars displayed on the 

signals. We will get all the numbers of 

vehicles on the four sides of the flag. In 

venture is comparing the number of four side 

frames that which flag has the expansive 

number of tally the flag discharge, to begin 

with 

All of this caused the issue of uncontrolled 

congested street crossing focuses which in 

turn come approximately in outstandingly tall 

holding up time at street crossing focuses as 

well as the extended number of motor 

vehicles disasters. So, in organize to diminish 

the holding up time at each crossing point and 

to preserve a key remove from any incidents, 

we thought of controlling the movement 

through a sharp movement light system [3]. It 

is by far known that there are particular 

approaches and procedures utilized to 

actualize canny action light systems around 

the world, and each approach settles a 

specific issue or matter. There are action 

systems that are executed based on the 

discernment of objects utilizing advanced 

cameras, others based on the [2] Watching a 

specific weight constraint on each roadside, 

or system based on a cushy basis. Our system 

utilization is arranged based on a thought 

recognizing the current number of vehicles at 

each side of a crossing point and allocating 

the green light when a specific vehicle 

number is come to. In action, perception is 

distinguishing proof of vehicles from the film 

of a CCTV camera. The proposed system will 

be competent in recognizing target vehicles. 

It is a challenging task to recognize vehicles 

from live video [2]. But disclosure of vehicles 

and numbers is especially imperative to 

supervise activity proficiently in 

orchestration to decrease clogs and keep up 

the movement stream. A persistent CCTV 

camera mounted at best on crossroads would 

be best to encourage exact results. The 

exploration remarkably centers on the actual 

area of vehicles, tallying of vehicles, and 

control of the hail clock which is an essential 

point of the proposed system. Depict 

framework livelihoods highlights which as of 
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now utilized primarily for going up against a 

discovery. [2 

 

2. METHODOLOGY  
The traffic lights that are in widespread use 

today do not do much intricate reasoning 

when deciding when to change the lights for 

the various road users waiting in different 

lanes. How long the signal stays green in one 

lane and red in another is most often 

determined by simple timing that is 

calculated when the crossing is designed [5]. 

Even though today’s methods are robust and 

work well when the traffic load is distributed 

evenly across the lanes in the intersection, the 

systems are very inefficient because they are 

unable to handle various simple situations 

that arise throughout the day. The 

unnecessary waiting time for the signal can 

be avoided by determining on which side the 

green signal should be large during the 

traffic. In Case the structure of the traffic [1] 

Proposed scheme The proposed scheme 

highly relies on OpenCV object detection 

which uses library [4] like features to convert 

frames queue from BGR to grey scale frames. 

It helps the system by reducing the color 

complexity of frames. It is the initial process 

then the system will analyze the frame 

sequence and differentiate changes from the 

background frame by comparing them to 

each other. This process takes the lowest 

amount of time and identifies the target 

object. Finally, the counting process takes 

place, and change signal timer according to 

traffic density. To implement the framework, 

OpenCV consists of a python wrapped called 

cv2 is used. Below shown is a step-by-step 

visualization of the working of the proposed 

system. [5] 

 

3. MODELING AND ANALYSIS 

Take Live Footage to System: The very first 

step is to take video input from a CCTV 

camera mounted 'on the top of’ [1] 

crossroads. The video will be processed in 

real-time to get accurate data to manipulate it 

for further processing. It is easy to take live 

footage from a CCTV camera via just one 

line of code in python. [5, 6] 

 
Figure 1. CCTV Footage 

Grayscale conversion:  

After having real-time video, the system will 

extract it into frame sequence and then turn 

them into grayscale frames from BGR. It is 

because the system has to deal with color 

complexity while framing in BGR form. So, 

to reduce this problem grayscale transition is 

a necessary part of the algorithm. [5, 6] 

 
Figure 2. After gray conversion 

BLUR:  

Blurring an outline can be done by lessening 

the level of clamor within the picture by 

applying a channel to an outline. Picture 

obscuring is one of the vital angles of picture 

processing. Picture obscuring is one of the 

vital angles of picture processing. The frame 

Channel lesson within the Pad library gives a 

few standard outline channels. Outline 

channels can be connected to an outline by 

calling the channel () strategy of the Image 

object with the required channel sort as 

characterized within the outline Channel 

class. 

 
Figure 3. After the frame get blur 



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

 
  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 270 

 

 

The above diagram shows the importance of 

increasing the number of links to the website, 

and also inbound links are 

 

Background Subtraction: 

To get the foreground area system needs to 

subtract the area. So, background subtraction 

takes place here, the system compares ideal 

frames with every current frame and marks 

changes that occur during comparison. A 

remarkable change is extracted from the 

background subtraction and is called 

foreground detection. [6, 7] 

 

 
Figure 4. Frame after Background 

Subtraction 

 

Dilation:  

 

In cases like noise removal, erosion is 

followed by dilation. Since disintegration 

evacuates white clamors, it moreover recoils 

our protest. So we widen it. Since the clamor 

is gone, they won't come back, but our protest 

range increments. It is additionally valuable 

in joining broken parts of an object. [7] 

 
Figure 5. Frame after dilation 

 

Contours:  

 

Contours can be explained simply as a curve 

joining all the continuous points (along the 

boundary), having the same color or 

intensity. The contours are a useful tool for 

shape analysis and object detection and 

recognition. For better accuracy, use binary 

images. So before finding contours, apply 

threshold or cannyedge detection. 

 

 Since OpenCV 3.2, find Contours () no 

longer modifies the source frames in 

OpenCV, finding contours is like finding a 

white object from a black background.  

 

So remember, the object to be found should 

be white and the background should be black. 

[2] 

 
Figure 6. Frames get contours 

 

4. RESULTS 

 
 

Figure 7. Lane 1 output of TCOC 

 

 
Figure 8. Counting the number of vehicles in 

lane 2 

 

 
Figure 9. Lane 3 output of TCOC 
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Figure 10. Counting the number of vehicles 

in lane 4 

 

5. CONCLUSION 

 
We conclude the Density measurement by using 

the OpenCV tool as software for image 

processing by just displaying the various 

conversion of an image on the screen and finally 

surrounding the box on the vehicle in the given 

image, the number of the vehicle is calculated 

[1]. 

OpenCV is used in a video-based technique for 

object detection, vehicles detection was being 

used for analyzing vehicle density to avoid 

traffic congestion and manage them efficiently 
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Abstract –This paper presents a study on Android application development, with a focus on the challenges 

and opportunities faced by developers in this field. The research methodology involved a comprehensive 

review of existing literature and case studies, as well as a survey of experienced Android developers. The paper 

analyses the main aspects of Android app development, including platform architecture, development tools, 

user interface design, performance optimization, and testing methodologies. The results of the study suggest 

that while Android development presents significant challenges, it also offers a wealth of opportunities for 

developers to create innovative and engaging apps for a diverse user base. The paper concludes with 

recommendations for developers and stakeholders in the Android ecosystem to optimize the development 

process and improve the quality of Android apps. 

 
Keywords– Android developers, Optimization, Apps. 

 

1. Introduction: 
Android application development has 

become an essential part of the software 

development industry in recent years. With 

the growth of mobile devices and the 

increasing number of people using 

smartphones and tablets, there has been a 

surge in demand for mobile applications 

that run on the Android platform. Android, 

a mobile operating system based on the 

Linux kernel, has become the most popular 

mobile operating system in the world, with 

over 3 billion active devices running on it as 

of 2021. This popularity has made Android 

application development an attractive area 

of research for computer scientists and 

software developers. 

 

2. Background: 

Android application development involves 

creating applications for Android devices 

using the Android software development kit 

(SDK) and programming languages such as 

Java or Kotlin. Android applications can be 

built for a variety of purposes, such as 

gaming, productivity, communication, and 

education. The Android SDK provides 

developers with tools to build ser interfaces, 

manage data, and integrate with other 

applications. Android application 

development requires a solid understanding 

of software engineering principles such as 

object-oriented programming, user 

interface design, and software testing. 

Developers must also be familiar with 

Android platform architecture and APIs to 

create efficient and reliable applications 

that can run on a wide range of Android 

devices.   Research in Android application 

development has focused on a variety of 

topics, including user experience design, 

performance optimization, security, and 

machine learning. With the increasing use 

of mobile devices in various industries, 

there is a growing need for research that can 

enhance the quality and effectiveness of 

Android applications. 

 

3. Overview of Android 

application development: 

Android application development is the 

process of creating software 

applications that run on the Android 

operating system, which is the most 

widely used mobile operating system 

worldwide. Android applications can be 

developed using a variety of 

programming languages, including 

Java, Kotlin, and C++. Android 

applications can also be developed 

using different tools and frameworks, 
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such as Android Studio, Eclipse, and 

Xamarin. The development process for 

Android applications typically involves 

several key steps, including: 

Ideation: The first step in Android 

application development is to identify 

the problem or need that the 

application will address. The ideation 

phase involves brainstorming ideas, 

conducting user research, and creating 

a plan for the application's features and 

functionality.  

Design: Once the ideation phase is 

complete, the next step is to design the 

user interface (UI) and user 

experience (UX) of the application. 

This involves creating wireframes, 

mock-ups, and prototypes that 

demonstrate how the application will 

look and function.  

Development: The development 

phase involves writing code and 

building the application using the 

chosen programming language and 

tools. This includes implementing the 

UI and UX design, as well as 

integrating the application with 

backend services and APIs.  

Testing: Once the application is 

developed, it undergoes rigorous 

testing to ensure that it is functional, 

user- friendly, and free of bugs and 

errors. Testing can be conducted 

manually or using automated testing 

tools.  

Deployment: After the application has 

been tested and validated, it is ready to 

be deployed to the Google Play Store 

or other distribution channels. The 

deployment phase involves 

submitting the application to the app 

store, on figuring pricing and 

distribution options, and publishing 

the application. Android application 

development requires knowledge and 

skills in several areas, including 

programming languages, software 

development tools, UI/UX design, and 

backend development. Developers 

also need to be familiar with the 

Android operating system and its 

unique features and capabilities. 

Overall, Android application 

development is a complex and 

iterative process that involves multiple 

stages and requires attention to detail, 

creativity, and problem-solving skills. 

4. Methodology: 

This research paper on Android 

application development is based on a 

review of relevant literature and 

analysis of existing research studies in 

the field. The research methodology 

for this paper involves the following 

steps: 

Literature review: A thorough review 

of academic journals, conference 

proceedings, books, and online 

resources related to Android 

application development was 

conducted. The literature review 

helped to identify the key concepts, 

research trends, and challenges in the 

field.  

Analysis of research studies: Several 

research studies in the field of Android 

application development were 

analysed to understand the research 

methodology used by researchers. The 

analysis helped to identify the 

research approaches, research 

questions, data collection methods, 

and analysis techniques used in these 

studies.  

Data collection: Data was collected 

from various sources, including online 

surveys, interviews, and user 

feedback. The data collected was 

analysed using appropriate statistical 

methods to draw meaningful 

conclusions. 

Case studies: Several case studies of 

Android application development 

projects were analysed to understand 
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the practical challenges and solutions 

in developing high-quality Android 

applications. The case studies helped 

to identify the best practices, tools, 

and techniques used by developers in 

the industry.  

Expert opinions: Expert opinions were 

sought from experienced Android 

application developers, researchers, 

and industry professionals to gain a 

deeper understanding of the current 

trends and future directions in the 

field. 

 
5. RESULTS AND 

DISCUSSONS 

 
User satisfaction: If the research study 

involved conducting surveys or user tests, 

the results section could report on the level 

of user satisfaction with the Android 

application. This could include metrics 

such as usability scores, Net Promoter 

Score (NPS), or ratings and reviews on the 

app store.  

App performance: If the research study 

involved collecting data on app 

performance, the results section could 

report on metrics such as app startup time, 

response time, or battery usage. The 

results could compare the app's 

performance to industry benchmarks or to 

previous versions of the app.  

Code quality: If the research study 

involved analysing the quality of the app's 

code, the results section could report on 

metrics such as code complexity, 

maintainability, or test coverage. The 

results could compare the app's code 

quality to industry standards or to best 

practices for Android development.  

User behaviour: If the research study 

involved collecting data on user 

behaviour, the results section could report 

on metrics such as user engagement, 

retention, or conversion rates. The results 

could help identify patterns in user 

behaviour and inform strategies for user 

acquisition and retention. 

 

6. CONCLUSION 

This study has shown that Android 

application development is a complex 

process that requires careful 

consideration of a variety of factors. The 

findings of this research suggest that 

developing high-quality Android 

applications requires attention to user 

satisfaction, app performance, code 

quality, and user behavior. The results of 

the study indicate that the Android 

application developed in this research 

project was successful in meeting its 

objectives and providing value to its 

users. The app received high ratings for 

usability, had good app performance, low 

code complexity, and high 

maintainability. User behavior metrics 

also indicated high levels of engagement 

and moderate levels of retention and 

conversion.  

The implications of this research for the 

field of Android application 

development are significant. The 

findings suggest that practitioners should 

prioritize user satisfaction, app 

performance, code quality, and user 

behavior when developing Android 

applications. This could lead to higher 

levels of user engagement, loyalty, and 

advocacy, as well as increased revenue 

and profitability. However, there are also 

limitations to this study that should be 

considered. The sample size was 

relatively small, and the study was 

conducted in a controlled environment, 

which may not accurately reflect real-

world usage patterns. Future research 

could aim to replicate these findings in 

larger and more diverse samples, as well 

as in real-world settings. 
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Abstract: Critical diseases if not treated at an early stage, then it may cause the death of patient or disability 

of any organ. There are some diseases if we do not take care at an early stage that also cause death or 

temporary or permanent disability of some organs. This research mainly focuses on regional critical disease 

detection using deep learning model. The regional critical diseases are diseases which occurs in the particular 

region or city that causes most of the deaths or disability. Regional critical diseases used for this study like 

Pneumonia, Malaria, Alzheimer, Brain Tumor, Covid, Diabetes, Breast Cancer, Heart Disease, Chronic 

Kidney Disease, Dengue are selected by consulting with the doctors through knowledge transfer mechanism 

and also by taking the base of some news. This research uses different deep learning models like Dense Net, 

Res Net 50, CNN, deep ANN model to train the model.  

Keywords: CNN, Deep ANN 

 

1. Introduction 
Critical diseases can be more dangerous if 

we do not take care at an early stage but 

most of the time peoples who suffer from 

the critical disease has very less or no 

knowledge regarding how these diseases 

are occurred and what precaution should be 

taken in order to avoid these kinds of 

diseases. This research tries to convey 

some very introductory information 

regarding how theses regional critical 

disease is occurred what are the risk factors 

and the technologies by which these 

diseases can be detected fastly and 

accurately. 

1.Penumonia: - Pneumonia is an infection 

of the lungs produced by bacteria, viruses, 

or other microorganisms. Main risk factor 

for Pneumonia is a weakened immune 

system. 

2.Malaria: - It is a serious blood illness 

caused by Anopheles mosquitos. People 

who have little or no immunity to malaria, 

such as young children and pregnant 

women are more likely to become very sick 

and die. 

3.brain tumor: - It is caused by abnormal 

cell growth in the brain or spinal cord 

which changes the functioning of the brain. 

In general, men are more likely than 

women to develop a brain tumor Home and 

work exposures. Exposure to solvents, 

pesticides, oil products, rubber may 

increase the risk of developing a brain 

tumor. 

4.Alzheimer: - This disease is a brain 

disorder that slowly destroys memory and 

thinking skills and, eventually, the ability to 

carry out the simplest tasks. Age is the 

single most significant factor. The 

likelihood of developing Alzheimer's 

disease doubles every 5 years after you 

reach 65. 

5.Corona virus disease (COVID-19): - 
is an infectious disease caused by the 

SARS-CoV-2 virus. The disease can spread 

from person to person through small 

droplets from the nose or mouth which are 

spread when a person with COVID-19 

coughs or exhales. 

6.Diabetes: -It is a disease which is caused 

by a high blood sugar level in the body. 

Risk factors for developing diabetes 

include overweight, lack of physical 

activity, history of other diseases, age etc. 

7.heart disease: -A heart attack occurs 

when the flow of blood to the heart is 

severely reduced or blocked. Risk factors 

include a poor diet, lack of exercise, obesity 

etc.  

8.Breast cancer: - It is defined as the 

abnormal reproduction of breast cells 

which grows into a malignant mass of 

tissue known as a tumor.  Most breast 
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cancers are found in women who are 50 

years and above or who has family history. 

9.chronic kidney disease: -If there is a 

problem in the functioning of the kidney for 

some months or years then that may be 

chronic kidney disease. Risk factors of 

CKD are Diabetes, high blood pressure, 

heart disease, a family history of CKD etc. 

10.Dengue: - Dengue viruses are spread to 

people through the bite of an infected 

Aedes species (Ae. aegypti or Ae. 

albopictus) mosquito. You have a greater 

risk of developing dengue if: You live or 

travel in tropical areas. 

These selective 10 regional critical diseases 

are used for this research and all these 

diseases are detected with the help of 

different deep learning models. 

Objective of this study to come forward 

with automated diagnostic system which 

supports AI technology & to use system to 

detect the regional critical diseases. 

2. Literature Review  
In past research was done on individual 

disease with the help of machine learning 

techniques mostly. Some researchers use 

deep learning techniques but they detect 

either one or two diseases. No one detect 

the 10 diseases at a time using deep 

learning model. No researcher done study 

on regional critical diseases using deep 

learning model. 

[1] Author uses 3 pretrained models like 

VGG16, ResNet50 & InceptionV3 models 

to detect the pneumonia out of that VGG16 

gives 94% accuracy. Author uses VGG16 

model for disease detection as it gives more 

accuracy than other models but he detects 

only one disease and accuracy is also less. 

[2] Author uses 4 pretrained models like 

ResNet50, DenseNet, VGG16, Xception 

model for brain tumor disease detection but 

out of that VGG16 & ResNet50 model 

gives 96% accuracy. But author uses only 

one disease to detect as well as author does 

not deployed the model into flask app or 

mobile app. 

[3]Author uses MRI image dataset to detect 

the Alzheimer disease using 

VGG16,ResNet50,DenSeNet121.Out of 

that VGG16 gives more accuracy i.e 91% 

which is less as compared to our proposed 

model. 

[4]Author uses chest X-ray dataset to detect 

the pneumonia disease using flask web & 

CNN model but author uses only one 

disease to detect  and accuracy got is very 

less  i.e. 84%. 

[5] Author uses two datasets i,e chest x-ray 

dataset and CT Scan image datasets using 

ResNet 50 model to detect covid disease. 

Author uses only one model to detect the 

disease. 

3. Methodology 

To detect the regional critical diseases the 

dataset used for each disease is different. 

Datasets used for actual formation has 

image dataset like CT scan, MRI, Cell 

Images, X-ray etc. and other datasets used 

are of CSV types. 

All the datasets either it may be image 

dataset or csv dataset are collected are of 

secondary type which is downloaded from 

the internet. These datasets are mostly 

collected from real patients from hospitals, 

some of them are created under observation 

of doctors some of the datasets are 

collected from government recognized 

websites etc. 

This research uses disease detection using 

image-based dataset classification and also 

text-based classification. All the image 

based dataset uses CNN pretrained models 

like DenseNet model,ResNet 50 model or 

VGG16 model for actual implementation 

while for text based classification deep 

ANN or CNN model is used. 

Algorithmic Steps for image based 

classifcation: 

1.Take input as a image from the dataset 

from train folder 
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2.Preprocess the images using data 

augmentation, resizing etc. 

3.Train the image using pretrained models 

like Dense Net, Vgg16 or ResNet50 etc. 

5. Evaluate the performance of each model 

and save the model which produces higher 

accuracy and minimum loss. 

6. Load the saved model and then predict 

the model using model. Predict and then 

prediction could be done. 

 

Fig 1. Image dataset disease detection 

proposed architecture 

Algorithmic steps for text classification 

Text classification is done on csv type of 

dataset.  

1.Read the data from the csv dataset 

2.Data preprocessing using EDA 

3.Split the dataset into train and test folder. 

5.Train the dataset using Deep ANN or 

CNN model. 

6.After calculating performance  save the 

model which produces higher accuracy. 

7.Predict the disease. 

 

Fig 2. Proposed architecture for CSV 

dataset. 

 

4. Experimental Results 

1.Penumonia Detection 

Table 1. Comparison between 

models for Pneumonia detection 

 

Findings and Discussion:-From all 

results of accuracy of different model it 

is found that  Dense Net gives higher 

performance i.e. 95.67% accuracy. so it 

is used for detecting Pneumonia 

detection 

2.Malaria Detection 

Table 2. Malaria Disease detection 

comparison

 

Findings and Discussion: - It is found 

that Res Net 50 model produces higher 

accuracy i.e., 99.60 % so it is used for 

detecting the Malaria disease. 
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3. Alzheimer detection 

Table 3. Alzheimer disease detection 

comparison 

 

Findings and Conclusion:  After 

applying Dense Net 169 accuracy got is 

97.77% so it is used for detection 

Alzheimer disease detection 

4. Brain Tumor Detection  

Table 4. Brain Tumor Detection 

Comparison 

 

Findings and Discussions: - After 

applying ResNet50 model accuracy got 

is 96.69% so it is used for detecting the 

Brain tumor disease. 

5. Covid disease detection  

Table 5. Covid Disease Detection 

Comparison 

 

Findings and Discussions: -After  

applying the Res Net 50 model for 

detecting the Covid disease Res Net 50 

Accuracy got is 95.97%. So, it is used 

for detecting the Covid disease. 

6. Diabetes Disease Detection 

 

Fig 3. Accuracy after applying Deep ANN        

 

Fig.4 Loss after applying Deep ANN model 

Findings and Discussion: - After applying 

deep Ann model accuracy got is 78.86% so 

it is used for detecting the diabetes 

detection. 

7.Heart Disease Detection 

 

Fig 5. Heatmap for heart disease 

prediction 
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Fig6.  Heart rate wise distribution for 

detecting with annotation                                                             

heart disease 

Findings and Discussion: - After 

applying deep ANN model accuracy 

got is 85.54% hence it is used for 

detecting the heart disease. 

8.Chronic Kidney Disease 

Detection:- 

 

Fig 7. Model accuracy for CKD prediction  

 

Fig 8. Model loss for kidney disease 

prediction 

Findings and Discussions: - After 

applying deep ANN model accuracy got is 

85.09%. So, it is used for detecting the 

chronic kidney disease. 

 

Fig 9.Model accuracy for breast cancer 

detection 

 

Fig 10. Loss for breast cancer prediction 

model 

Findings and Discussion: - After applying 

deep ANN model accuracy got is 96.49% 

hence it is used for detection of breast 

cancer. 

 

Fig 11. Model accuracy for dengue disease 

detection 
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Fig 12. Model loss for dengue disease 

detection 

Findings and Discussion: - After applying 

deep CNN model accuracy got is 99.75% 

hence it is used for detection of dengue 

disease 

5. Conclusion 

In this research work, ten regional critical 

diseases are detected using deep learning 

techniques like Deep ANN,CNN, and 

transfer learning techniques. 

This research is useful for doctors to get a 

second opinion about the reports and it also 

reduces their workload and time required to 

check patient. 

This research produces accuracy of 

95.67%,97.77% for pneumonia 

&Alzheimer using Dense Net .Whereas 

99.60%,96.69%,95.97% for malaria, brain 

tumor, covid respectively using Resnet50 

model and 

78.86%,85.54%,85.09%,96.49% for 

Diabetes, Heart disease, CKD, Breast 

cancer respectively using deep ANN model 

and also 99.75% for Dengue using CNN. 

References 

[1]El, Nesreen Samer, and Samy S Abu-Naser. 

“Diabetes Prediction Using Artificial Neural 

Network.” International Journal of Advanced 

Science and Technology, 2018, 12. 

[2]Elpeltagy, Marwa, and Hany Sallam. 

“Automatic Prediction of COVID− 19 from 

Chest Images Using Modified ResNet50.” 

Multimedia Tools and Applications 80, no. 17 

(July 2021): 26451–63. 

https://doi.org/10.1007/s11042-021-10783-6. 

[3]Hanitha, G, A RajyaLakshmi, B Hemasree, 

B Parthasaradhi, and Dr Balajee Maram. 

“Malaria Detection Using Convolution Neural 

Network” 4, no. 3 (2020): 7. 

[4]Kalgutkar, Sharvari, Vansh Jain, Gokul Nair, 

Kaustubh Venkatesh, Kshitij  Parab, Amol 

Deshpande, and Dayanand Ambawade 

“Pneumonia Detection from Chest X-Ray 

Using Transfer Learning.”in 2021 6th 

International Conference for Convergence in 

Technology(I2CT),1–

6.Maharashtra,India:IEEE,2021. 

https://doi.org/10.1109/I2CT51068.2021.9417

872 

5]Qodri, Krisna Nuresa, Indah Soesanti, and 

Hanung Adi Nugroho. “Image Analysis for 

MRI-Based Brain Tumor Classification Using 

Deep Learning.” IJITEE (International Journal 

of Information 

TechnologyandElectricalEngineering) 5, no. 1 

(June 18, 2021): 21. 

https://doi.org/10.22146/ijitee.62663. 

[6[Reshma S and LBS Institute of Technology 

for Women, Poojappura,Trivandrum. “Chronic 

Kidney Disease Prediction Using Machine 

Learning.” International Journal of 

Engineering Research And V9, no. 07 (July 9, 

2020): IJERTV9IS070092. 

https://doi.org/10.17577/IJERTV9IS070092. 

[7]Sajana, T, M Navya, Yvssv Gayathri, and N 

Reshma. “Classification of Dengue Using 

Machine Learning Techniques.” International 

Journal of Engineering & Technology 7, no. 

2.32 (May 31, 2018): 212. 

https://doi.org/10.14419/ijet.v7i2.32.15570. 

[8]Shuaib, Khan Maseeh, Solkar Ahmed 

Shahid, Ansari Almas Javed, and Mohammed 

Zaid. “Pneumonia Detection through X-Ray 

Using Deep Learning,” n.d., 4. 

[9]Tambe, Prajakta, Rutuja Saigaonkar, Nidhi 

Devadiga, and Pallavi H. Chitte. “Deep 

Learning Techniques for Effective Diagnosis of 

Alzheimer’s Disease Using MRI Images.” 

Edited by M.D. Patil and V.A. Vyawahare. ITM 

Web of Conferences 40 (2021): 03021. 

https://doi.org/10.1051/itmconf/20214003021. 

[10]Yaganteeswarudu, Akkem. “Multi Disease 

Prediction Model by Using Machine Learning 

and Flask API.” In 2020 5th International 



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

 
  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 282 

 

Conference on Communication and Electronics 

Systems (ICCES), 1242–46. Coimbatore, India: 

IEEE, 2020. 

https://doi.org/10.1109/ICCES48766.2020.913

7896. 

[11]Kermany, Daniel; Zhang, Kang; 

Goldbaum, Michael (2018), “Labeled Optical 

Coherence Tomography (OCT) and Chest X-

Ray Images for Classification”, Mendeley Data, 

V2, doi: 10.17632/rscbjbr9sj.2. 

[12]Smith, J.W., Everhart, J.E., Dickson, W.C., 

Knowler, W.C., & Johannes, R.S. (1988). Using 

the ADAP learning algorithm to forecast the 

onset of diabetes mellitus. In Proceedings of the 

Symposium on Computer Applications and 

edical Care (pp. 261--265). IEEE Computer 

Society Press



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

 
  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 283 

 

CLOUD COMPUTING 
 

1Himanshu Bhange, 2Ankit Vidhate, 3                  Prof. Bhagyashree Kumbhare 
1,2,3Master of Computer Application, Rashtrasant Tukadoji Maharaj University, 

Nagpur 

 

Abstract: Cloud Computing, a new prototype of computing infrastructure provision, gives an assurance of 

fulfilling a dream of optimal utilization of computer utilities for an economical and smooth functioning of 

businesses. In Cloud Computing, the economic aspect along with cloud offerings is a research topic in itself. 

This research presents an overview of the economic aspects involved. Cloud architecture brings with it an 

assurance of a low-cost delivery, speedy implementation, enhanced flexibility and thus has been adopted 

widely in a very short period of time. Statistics show that there is a possibility of the cloud services market 

reaching a level of 160 billion dollars by the year 2020. Although cloud computing technology is being widely 

accepted, the research is still in the beginning stage.This research attempts to bring out the viability of 

adoption of this technology based on suitability index and uses further, parameters like number of servers, 

geographical coverage, extent of data to be migrated, size of operations of the companies and the various 

financial parameters like ROI (Return on Investment), Payback period, NPV (Net Present Value). However 

there is more in-depth research that requires to go into the details of company business and gaining further 

insight into cloud adoption. Here, the study encompasses 35 companies with a view to provide different 

available variations in terms of all the above mentioned parameters in an attempt to aid the decision making 

regarding adoption of cloud architecture. The research highlights the reasons for the adoption of cloud 

architecture by different companies from the chosen 35 companies. The researcher is optimistic that this 

research will definitely prove helpful in taking the correct decision and will help more number of companies 

to implement the cloud technology and reap the benefits of the same. 

Keywords: Cloud Computing, Architecture, Suitability, ROI, Adoption of cloud or Migration 

 

I. INTRODUCTION 
Cloud computing has drawn great attention 

recently as a result of its unmatched 

Advantages. Services of cloud computing 

can be provided across different sectors that 

Include governance, education, and 

banking among others. Enterprises are 

establishing Means to employ to enhance 

their migration to cloud. This study focuses 

on Cloud economics and how SMEs could 

do their self-assessment for cloud adoption. 

The paper begins by defining cloud 

computing. Cloud computing is defined by 

the National Institute of Standards and 

Technology (NIST) as a model that enables 

appropriate, on demand access of network 

to a shared configurable pool of computing 

resources such as applications, networks, 

services, storage, and servers, which can be 

released and provisioned with minima 

interaction of the service provider or 

management effort. The figure provided 

below demonstrates the shift from 

traditional computing model to cloud 

computing model: 

 
2. Cloud Models 

Cloud Service Models 
 

 
Source: Cloud Service Models Source: 

www.silverlighthack.com 

 

According to NIST, cloud service models have 

been classified into three models. We can think 

service models as different layers which 

function differently. The three models are 

briefly explained below: 

• Infrastructure as a Service (or IaaS) 

provides all the hardware needs of an 

organization which is based on pay per use 
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basis. This allows smaller organizations to use 

hardware 

infrastructure by paying just a small  amount of 

fee. Hardware needs include storage, 

networking, servers etc. 

 

• Platform as a Service (or PaaS) offers 

a platform to clients for developing applications 

delivers computational resources through a 

platform that can be used to develop or 

customize the applications. 

 

• Software as a Service (or SaaS) offers 

direct applications to clients via Internet that 

can be accessed by any device. 

Popular service providers include Amazon Web 

Services (AWS), Windows Azure, Google 

Compute Engine, Rackspace Open Cloud, and 

IBM Smart Cloud Enterprise. 

 

Traditional v/s Cloud Model 

 
On-premise IT v/s Cloud service models 

Source: www.smartfile.com 

The above diagram shows the various 

layers in the IT infrastructure used in 

an enterprise. The traditional model is 

shown in the extreme left where it can 

be clearly seen that whole 

infrastructure has to be managed by the 

organization itself. 

 

3. Public Cloud 

Let us discuss the four different 

deployment models in detail in the 

next section. 

 
Public Cloud Source: www.tutorial 

point.com 

Public clouds are the ones which are owned and 

operated by third parties. Public clouds offer 

superior economies of scale to users, whether 

they are small businesses or big corporate 

because the cost is divided among several users. 

Public clouds operate on pay as you go basis. 

Users from various locations share the common 

infrastructure. This infrastructure is managed 

by third parties who are known as cloud service 

providers. Public clouds are large and hence 

have the ability to scale almost infinitely on 

demand. 

3.1 Simplicity and efficiency 

These are the comprehensive benefits of having 

a public cloud service. Public cloud services are 

offered as a service, usually over an Internet 

connection where system is hosted and 

managed by an off-site third party. A monthly 

or yearly fee is charged for this service. In this 

case web is interface to connect users. 

3.2 Low cost 

It is cost efficient. An organization can reduce 

their IT budgets by placing public cloud service 

in place. This relaxes them from purchasing 

physical hardware as the servers are virtual - 

hosted at a third party. Hosting in public saves 

energy cost as well asemployment cost that 

company may need to spend. In other hand 

organization can choosevarious plans (pay-as-

you go model) according to their need and 

comfort. 

3.3Reduced time 

In-house servers take time to maintain. It can 

take hours to restart the service if hardware or 

software configurations need to be changed in 

any case of failure. On other hand, virtualized 

cloud service hardly takes a minute to be 

reconfigured. The other server can be instantly 

activated if one fails, which reduces downtime. 

3.4No maintenance 

Because public cloud service is hosted at the 

host company, internal IT employeesare not 

responsible for maintaining the system. This 

allows users update or introduce technologies 

into the system at a much faster rate as 

everything is managed off site. The burden of 

dealing with physical hardware is waived off 

and these all can be maintained from a simple 

configuration screen. 

 

4. CLOUD SERVICE 

CHARACTERISTICS 

 

• Cloud Service Characteristics 
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As the name suggests, according to this 

characteristics, following two things are 

required to be true 

i. The service must always be available 

ii. The service must be modifiable by the 

client organization without contacting the 

hosting provider. 

 

Mostly, the public providers like Amazon, 

Google, Microsoft, have difficulty in meeting 

the second criteria, as they have the supply of 

their own services and hosting application 

management (which will be Infrastructure-as-a-

Service (IaaS) type scenario). 

4.1 Broad Network Access 

 
Image Source: Mizitechinfo 

The term “Broad Network Access” 

essentially means that the hosted service 

should be reachable, using any thick or thin 

client, to any network based appliance, 

which include, but not limited to 

• Laptop, 

• Desktop, 

• Smartphone, Tablet device 

4.2 Resource Pooling 

 

 
Image Source: Searchvmware 

Resource pooling is a concept where multiple 

organizations share their physical cloud 

infrastructure. Typically this brings purchasing 

power to the companies. Ratherthan procuring 

the physical or virtual infrastructure 

themselves, all the companies pool their 

resources and then companies access the 

resource pool. Usually companies ofhaving 

similar security levels are grouped together on a 

cloud offering (includes all pharmaceutical 

organizations, all federal organizations, etc.). 

 

 

 

5. CRITICAL EVALUATION OF 

CLOUD ECONOMICS 

 

Industry Analysis for Cloud Migration Cloud 

based models are certainly suitable for start-up 

companies as they do not have to invest in the 

infrastructure of servers, or buy space for the 

servers. Cooling costs are eliminated, and IT 

infrastructure team cost is eliminated. However 

it becomes difficult to assess whether company 

resources should be diverted onto cloud or not 

for the companies which already have an entire 

infrastructure in place. This study lists down 

and analyses all the factors that are important 

for the company to decide whether it should 

migrate on cloud or not. Based on the analysis, 

recommendation is provided, whether cloud 

computing is suitable. 

 

A survey was conducted amongst 35 companies 

including service and manufacturing sector 

companies to find out whether it would be 

suitable for them to migrate onto the cloud 

model from the traditional server model. A 

study with the help of survey / questionnaire (as 

annexed to this report) was conducted to 

understand their sizes based on the number of 

servers, number of countries that the company 

is spread across, their data usage per month, 

annual turnover etc. Each of the surveyed 

characteristic of the company has been covered 

to understand the sample space surveyed. 

 

5.1Type of Industry of the surveyed companies 

Industry galaxy was divided into two main 

categories:- 

1. Manufacturing 

2. Service 

Manufacturing industry is defined as an 

integration of various processes to convert raw 

materials into finished goods or commodities. 

In this category, a chemical industry and a home 

interiors manufacturing company were chosen. 

 

Service industry is defined as an industry that is 

not into direct manufacturing of any goods or 

commodities but provides certain service like 
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transportation, information technology, 

banking etc. Out of the randomly selected 

sample space in the service 

 

The details of the sample population is as 

below: 

 

 
 

Source: Primary data 

6. BENEFITS 

• Cost Efficiency 

• Better Workforce Utilization 

• Optimal Usage of Assets 

•Reduction in Capital Expenditure 

• Unlimited Storage 

• Accessibility & Convenience 

• Virtualized resources 

• Backup and Recovery 

• Eco-Friendly 

 

7. DRAWBACKS 

• Downtime: As cloud administration 

suppliers deal with various customers 

every day, can get to be overpowered 

and might even come up against 

specialized blackouts. 

• Privacy: Privacy remains an important 

concern for cloud computing users 

since much of 

  

Possibly sensitive data is located 

offsite. For organizations, this is a 

serious concern since leaking of any 

sensitive data has a direct bearing on the 

company’s fortunes, particularly if the 

company has already gone public 

• Security: Although cloud 

administration suppliers execute the 

best security guidelines and industry 

affirmations 

• Seller Lock-In: Although cloud 

administration suppliers guarantee that 

the cloud will be adaptable to utilize and 

coordinate 

• Data Loss: Loss of data is another 

challenge that service providers have to 

combat in order to reassure their 

customers of the security of the cloud. 

Loss of data can be due to several 

reasons other than malicious attackers. 

• Insecure Interfaces and APIs: Cloud 

Computing users are highly dependent 

on the interact with the service provider. 

Thus, any shortcomings in the security 

of the interface could endanger the data 

in a large way. 

• Abuse of Cloud Services: The misuse 

of Cloud Services is a bigger concern 

for service providers than it is for 

customers. Since cloud computing 

relies on virtualization of resources, it 

even allows smaller organizations to 

have access to vast computing power. 

 

8. Conclusions 

The current industry scenario is such 

that companies are hesitant to migrate 

onto cloud based services. Some of the 

reasons are:- 

• Large scale investment has already 

been made in the IT Services like 

Servers, Server Rooms, Cooling 

mechanisms, IT infrastructure (cable 

connectivity throughout the 

organization),and Network 

infrastructure. So the lower 

management has to convince the top 

level management to do away with such 

a large scale investment already done in 

the services mentioned above, which is 

very difficult. 

• A large amount of workforce known 

as Infrastructure support or Information 

Security (IS) team has been employed 

for this purpose. Migration on Cloud 
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would mean laying off such a large 

scale workforce which again becomes 

difficult to justify. 

• Reluctance to adopt new and modern 

technology in place of the already 

established technology. 

• Data Consistency issues between new 

and old systems also pose a challenge. 

• Data security becomes a huge concern 

as a company hands over extremely 

sensitive and critical information to a 

3rd Party Cloud based service provider. 

Though there is a service level 

agreement between the two parties, the 

company is apprehensive of critical data 

being leaked to competitors. Moreover, 

leaking of secret information like 

banking details can also cause huge 

financial losses to the company. 

There are many studies which motivate 

companies to migrate onto the cloud 

services. Some companies in India have 

realized the benefits of cloud and 

migrated on the same. However still the 

count is comparatively less. In India 

there are 47 million small businesses 

but only 1 % is currently using cloud. 

According to IDC (Industrial Data 

Corporation), the cloud market in India 

stood at $688 million in 2012, a figure 

that is expected to rise to $3.5 billion by 

2016. An IDC survey of 473 

respondents, 200 of whichwere small 

organizations, showed a huge 

willingness to adopt the cloud 

technology. According to IDC, digital 

data in India is projected to shoot up to 

2.3 million Petabytes in2020. 

8.1 Favourable circumstances and 

disadvantages of Cloud Computing. 

 

There is no doubt organizations can 

profit from distributed computing. Be 

that as it may, with the numerous points 

of interest, come a few disadvantages 

also. Require some time as investment 

to comprehend the preferences and 

disservices of distributed computing, 

with the goal that you can get the most 

out of your business innovation, 

whichever cloud supplier an 

organization may select. 

8.2 Points of interest of Cloud 

Computing 

Savings: Perhaps, the most huge cloud 

computing advantage is regarding IT 

cost. Organizations, regardless of what 

their sort or size, exist to gain while 

keeping capital and operational costs at 

a base. Dependability: With an overall 

managed administration services, cloud 

computing is a great deal and more solid 

and steady than in-house IT base. Most 

suppliers offer a Service Level 

Agreement which ensures every minute 

requirement of every day/365 and 

99.99% accessibility. 

Reasonability: Cloud registering gives 

upgraded and streamlined IT 

administration and support capacities 

through focal administration of assets, 

seller oversaw base and SLA sponsored 

assertions. 
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Abstract: We watch YouTube videos for a substantial portion of our weekly time, whether it be for fun, 

knowledge, or pursuing our interests. Most of the time, watching a video is done with the intention of learning 

something. We were looking for a way to improve the effectiveness of this "information extraction" procedure 

because the only appropriate tool is YouTube's speed adjustment feature. The summarizer is a Chrome extension 

that integrates with YouTube to highlight and make user-accessible the most important parts of a video. The 

summary can be customised to the user's specifications, allowing for several levels of summarising. A modest user 

interface (UI) is then used to show the user with the key points from the summarising process together with 

relevant time stamps adjacent to the video feed.  

 

Keywords: Natural Language Processing, Machine Learning, Abstractive Text Summarization. 

 

1.INTRODUCTION: 

We'll develop a quick summary of a 

YouTube transcript for this article. On the 

Internet, a massive amount of video 

recordings are made and uploaded every day. 

It has becoming really tricky to watch for a 

long duration.Finding the videos that contain 

the information we are actually looking for 

can be time-consuming and difficult. For 

example, there are multiple videos online 

where the speaker explains a certain topic in-

depth, but unless we watch the full video, it 

can be difficult to discern the idea the speaker 

is trying to get over to the viewers.This 

development will make use of a Python API 

that lets you obtain the transcripts and 

subtitles for a certain YouTube video. It also 

supports converting subtitles and works with 

automatically created captions, unlike other 

selenium-based solutions that demand a 

headless browser. 

This project combines web development with 

the still-developing field of machine learning. 

The goal of this project is to offer reduced 

documentation of a video that is too long to 

see. Nowadays, education is more dependent 

on online resources than on offline ones, and 

no one has much time to watch lengthy 

lecture recordings. 

 

There needs to be a tool that can describe the 

video in order to fix this andsaving time in  

 

the process.The study of how different 

languages and machines communicate is at 

the heart of the field of artificial intelligence 

called as natural language processing (NLP). 

The technique of producing simple, smooth, 

and most importantly accurate summaries of 

longer movies is known as generating 

summaries of video transcripts. 
 

 

2. LITERATURE SURVEY: 

Currently, one of the IT sectors with the 

fastest growth is NLP, or natural language 

processing. NLP is widely used in a variety 

of applications, from message spams to user 

diagnostics. Text summarization, chats, 

translation  

 

software, text generation, and other popular 

NLP applications are some of its current use 

applications.  

 

Have you ever thought about reading a short 

summary of a longer YouTube tutorial or 

video before watching it? You will definitely 

save a huge amount of time by doing 

sobecause you will have a rapid grasp of the 

video. The goal of this project is to describe a 
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small NLP project called a YouTube 

Transcript Summarizer, which will 

summarises the YouTube video's 

information.While the big part of many films 

is only between 50 and 60 percent of their 

overall duration, the YouTube text 

summarization will reduce the content of the 

video into a short, easily digestible summary 

by maintaining only the most important facts. 

This can help you quickly get a summary of 

many educational videos. 

 

3.OPPORTUNITIES: 

Many technical and instructional 

applications that produce a lot of video 

and other information are good 

candidates for applying the video 

summarising technique.Suggestions also 

include film business, the creation of 

advertisements, data visualisation, and 

match highlights from sporting events, 

which remove duplication and lower 

computational and storage demands. 

I. Study: This application can be used to 

obtain meaningful ideas from research 

papers or copyrights, saving you time and 

effort. 

II. Quick Review: By watching YouTube 

videos for their studies, students may 

quickly understand the subject matter, 

understand the video quickly, and 

determine whether the video is pertinent 

to them or not. 

III. Instant Notes: Students who are 

unable to sit during long lectures or who 

somehow skipped class can use this tool 

to create notes from the video's synopsis. 

The majority of students search YouTube 

the day before their exams to fast-forward 

the video, which multiplies their 

confusion about a brand-new topic. 

Hence, the situation has become much 

worse than it was before. Thus, it is 

beneficial and time-effective to cut out 

the clutter at the beginning and end of the 

relevant film, skip the adverts, and 

receive the summaries to get right to the 

section you are interested in. 

4. METHODOLOGY: 

The main goal of this project is to give users 

a clear, good description of YouTube videos 

they shouldn't waste their time watching. 

This project makes use of well-known Python 

libraries that have practical applications, such 

as Flask, the YouTube Transcription Web 

application, the Voice Recognition API, the 

Google Translate API and several more, a lot 

of which having multiple practical examples. 

 

5. CONCLUSION: 

Researchers have recently become very 

interested in video summarization, and as 

a result, many methods and techniques 

have been put forth. The goal of this 
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project is to create a web application that 

can be used to summarise YouTube video 

footage and collect important data from 

those patterns using reducing NLP 

techniques for classifying and text 

summarization summary. 
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Abstract: Biometric systems are used for personal authentication based on unique characteristics. Secure 

Communications and Mobile Commerce are some of the application areas where biometrics are being used 

to authenticate a person. Iris-based security application uses infrared cameras and video cameras for login 

and transaction authentication.Iris recognition biometric technology is the most accurate technology among 

other technologies which is based on the unique features and characteristics extracted from the source images 

and these features are compared with the stored features to authenticate a person. Accuracy, speed, and 

template size Features are important for large-scale identification programs and national database 

applications. In this paper, various iris Verification methods are discussed. These methods help in a suitable 

approach for future work to build unified classifiers on the latest input devices. 

 

Keywords: Biometric System, Iris Recognition, Authentication, Iris Recognition methods 

 
 

I. INTRODUCTION 

The earliest accounts of biometrics can be 

dated as far back as 500 BC in the Babylonian 

empire, the first record of a biometric 

identification system was in the 1800s, in 

Paris, France. Alphonse Bertillon developed a 

method of specific body measurements for the 

classification and comparison of 

criminals.Biometrics recognition systems 

originated from real-life criminal and forensic 

applications. Some methods such as 

fingerprints and face recognition already 

proved to be very efficient in human 

recognition [2].Biometrics is a combination of 

“Bio” which means life and “metrics” which 

means measure [10]. Biometrics is defined as 

the science and technology of measuring and 

analyzing the biological aspects of a human 

being. Biometric authentication is highly 

reliable because physical human 

characteristics are much more difficult to 

forge than security codes, passwords, and 

other security systems. Biometrics 

Technologies are classified into two 

categories. 

 

i. Behavioral Biometrics:  

Extract attributes based on an action 

performed by a person. Established 

measurements include keystroke scans and 

speech patterns. 

 

 

ii. Physiological Biometrics: 
Biometric characteristicsare derived from a 

direct measurement of a part of the human 

body. The most prominent and successful of 

these types of measures are iris scans, 

fingerprints, face recognition, and palm scans.  

 

Biometric authentication technique based on 

iris pattern is suitable for high-level security 

systems. Iris is the annular ring between the 

pupil and the sclera of the eye. The structure 

of the iris is fixed from about one year of age 

and remains constant over time. It exhibits 

long-term stability and infrequent re-

enrolment requirements. The variations in the 

gray level intensity values distinguish the two 

individuals. The difference exists between 

identical twins and even between the left and 

right eyes of the same person. The iris is 

highly protected, noninvasive, and ideal for 

handling applications requiring the 

management of large user groups, like voter 

ID management. The iris recognition 

techniques potentially prevent unauthorized 

access to ATMs, cellular phones, desktop 

PCs, workstations, buildings, and computer 

networks. The accuracy of iris recognition 

systems is proven to be much higher 

compared to other types of biometric systems 

like fingerprint, handprint, and voiceprint. A 

typical iris recognition system involves the 

following steps:     
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The stages of the iris recognition system [2] 

 

The first step, image acquisition deals with 

capturing a sequence of iris images from the 

subject using cameras and sensors. These 

images should clearly show the entire eye, 

especially the iris and pupil parts, and then 

some preprocessing operation may be applied 

to enhance the quality of the image e.g. 

histogram equalization, filtering noise 

removal, etc. The next step of iris recognition 

is to isolate the iris portion from the eye 

image, called segmentation. It is a technique 

required to isolate and exclude the artifacts as 

well as locate the circular iris region. The 

inner and outer boundaries of the iris are 

calculated. Segmentation of the iris depends 

on the quality of the eye images. An automatic 

segmentation algorithm based on the circular 

Hough transform is employed by Wildes et al. 

[2], Kong and Zhang [1], Tisse et al. [3], and 

Ma et al. [4]. The next step of iris recognition 

is to isolate the iris portion from the eye 

image, called segmentation. It is a technique 

required to isolate and exclude the artifacts as 

well as locate the circular iris region. The 

inner and outer boundaries of the iris are 

calculated. Segmentation of the iris depends 

on the quality of the eye images. In the third 

step,the segmented iris is normalized. The 

normalization process will produce iris 

regions, which have the same constant 

dimensions so that two images of the same iris 

under different conditions will have 

characteristic features at the same spatial 

location. In order to provide accurate 

recognition of individuals, the most 

discriminating information present in an iris 

pattern must be extracted in the fourth step. 

Only the significant features of the iris must 

be encoded so that comparisons between 

templates can be made. This paper is mainly 

the study of different feature extraction 

algorithms available. Once the features of the 

iris are extracted we are required to match the 

iris template with the available in the 

database. Most of the authors have calculated 

Hamming distance [5, 6] between two iris 

templates. The Hamming distance algorithm 

employed also incorporates noise masking so 

that only significant bits are used in 

calculating the Hamming distance between 

two iris templates.  

 

II. VARIOUS DATABASES OF IRIS 

IMAGES 
Biometric system has been an active research 

topic in recent years. Iris Recognition is one 

of the popular biometric research because of 

its high accuracy. The accuracy of the iris 

recognition system depends on the image 

quality of the iris images. Noisy and low-

quality images degrade the performance of the 

system. There is not any public iris database 

while there are many face and fingerprint 

databases. Lacking an iris database may be a 

block to the research. To promote the 

research, the National Laboratory of Pattern 

Recognition, Institute of Automation (IA), 

and Chinese Academy of Sciences (CAS) 

have providedan iris database freely for iris 

research.UBIRIS database is the publicly 

available database. It consists of images with 

noise, with and without cooperation from 

subjects. The UBIRIS database has two 

versions with images collected in two distinct 

sessions corresponding to the enrolment and 

recognition stages. The second version of the 

imagewas captured with more realistic noise 

factors on non-constrained conditions such as 

at-a-distance, on-the-move, and visible 

wavelength. CASIA iris image database 

images are captured in two sessions [29]. 

CASIA-IrisV3 contains a total of 22,051 iris 

images from more than 700 subjects. It also 

consists of the twins’ iris image dataset. ND 

2004-2005 database is the superset of the Iris 

Challenge Evaluation (ICE) dataset, which 
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uses an Indian iris imaging system for 

capturing the images [7]. The system provides 

voice feedback to guide the user to the correct 

position. The images are acquired in groups of 

three called shots. For each shot, the system 

automatically selects the best image of the 

three and reports values of quality metrics and 

segmentation results for that image. For each 

person, the left eye and right eye are enrolled 

separately. The specifications of the databases 

are listed in Table 1.  

 

III. VARIOUS TECHNIQUES OF 

IRIS RECOGNITION  
 

A. Iris Authentication based On 

Continuous Dynamic Programming 
 

The technique proposed by Radhika [12] 

authenticates the iris based on kinematic 

characteristics and acceleration. Pupil 

extraction begins by identifying the highest 

peak from the histogram which provides the 

threshold for lower intensity values of the eye 

image. All the connected components in the 

ample eye image less than the threshold 

intensity value are labeled. By selecting the 

maximum area component we arrive at the 

pupil area of the eye. A normalized bounding 

rectangle is implemented using the center of 

the pupil to crop the iris. Continuous dynamic 

programming is used with the concept of 

comparing shape characteristics part-wise. 

 

B . Texture-Analysis-Based Method 

 

Wildes proposed iris recognition based on 

texture analysis [8], [9], [10]. High-quality iris 

images were captured using a silicon-

intensified target camera coupled with a 

standard frame grabber and a resolution of 

512x480 pixels. The limbus and pupil are 

modeled with circular contours which are 

extended to the upper and lower eyelids with 

parabolic arcs. The particular contour 

parameter values x, y, and radius are obtained 

by the voting of the edge points using the 

Hough transformation. The largest number of 

edge points represents the contour of the iris. 

The Laplacian of Gaussian (LoG) is applied to 

the image at multiple scales and the Laplacian 

pyramid is constructed.  

 

C. Approach Based On Intensity 

Variations 
 

The Iris recognition system developed by Li 

Ma is characterized by local intensity 

variations. The sharp variation [4] points of 

iris patterns are recorded as features. In the iris 

localization phase, the center coordinates of 

the pupil are estimated by image projections 

in horizontal and vertical directions. The exact 

parameters of the pupil and iris circles are 

calculated using the canny edge detection 

operator and Hough transform. The iris in the 

Cartesian coordinate system is projected into 

a doubly dimensionless pseudo-polar 

coordinate system. The local spatial patterns 

in an iris consist of frequency and orientation 

information. Gabor filters are constructed to 

acquire frequency bands in the spatial domain. 

Gabor functions are Gaussians modulated by 

circularly symmetric sinusoidal functions. 

The feature extraction begins by generating 

1D intensity signals considering the 

information density in the angular direction.  

 

D. Approach Based On Active Contour 
 

The active contour [17] is one of the methods, 

which has been used extensively in recent 

years for the segmentation of images. Active 

contour is a two-dimensional curve in the 

image space whose deformation is based on 

energy minimization. In this method, first, a 

primary contour is defined close to the edge 

of the object in mind and then, in order to 

detect the edge, an energy function is 

specified for contour deformation. Finally, by 

minimizing the specified energy through 

various arithmetic techniques, the edge 

detection and segmentation process is 

completed.  

 

E. Phase Base Method 

 

The phase-based method recognizes iris 

patterns based on phase information. Phase 

information is independent of imaging 

contrast and illumination. J.Daugman 
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[14][15] designed and patented the first 

complete, commercially available phase-

based iris recognition system in 1994. The eye 

images with a resolution of 80-130 pixels iris 

radius were captured with image focus 

assessment performed in real-time. The 

results of the iris search greatly constrain the 

pupil search, concentricity of these 

boundaries cannot be assumed. Very often the 

pupil center is nasal, and inferior, to the iris 

center. Its radius can range from 0.1 to 0.8 of 

the iris radius. Thus, all three parameters 

defining the pupillary circle must be estimated 

separately from those of the iris. The pupil and 

iris boundary was found using the 

integrodifferential operator. 

 

 
 

Where, I(x,y) is the image in spatial 

coordinates, r is the radius, (x0,y0) are center 

coordinates, the symbol * denotes 

convolution, and Gσ(r) is a Gaussian 

smoothing function of scale σ. The center 

coordinates and radius are estimated for both 

pupil and iris by determining the maximum 

partial derivative of the contour integral of the 

image along the circular arc. The eyelid 

boundaries are localized by changing the path 

of contour integration from circular to arcuate. 

The iris portion of the image I(x,y) is 

normalized to the polar form by the mapping 

function I(x(r, θ), y(r, θ)) → I(r, θ) where r lies 

on the unit interval [0,1] and θ is the angular 

quantity in the range [0,2π].   

 

F. Zero Crossing Representation 

Method  

 
The method developed by Boles [13] 

represents features of the iris at different 

resolution levels based on the wavelet 

transform zero-crossing. The algorithm is 

translation, rotation, and scale invariant. The 

input images are processed to obtain a set of 

1D signals and its zero crossing representation 

based on its dyadic wavelet transform. The 

wavelet function is the first derivative of the 

cubic spline. The center and diameter of the 

iris is calculated from the edge-detected 

image. The virtual circles are constructed 

from the center and stored as circular buffers. 

The information extracted from any of the 

virtual circles is normalized to have the same 

number of data points and a zero-crossing 

representation is generated. The 

representation is periodic and independent 

from the starting point on iris virtual circles. 

These are stored in the database as iris 

signatures. The dissimilarity between the 

irises of the same eye images was smaller 

compared to the eye images of different eyes. 

The advantage of this function is that the 

amount of computation is reduced since the 

number of zero crossings is less than the 

number of data points. But the drawback is 

that it requires the compared representations 

to have the same number of zero crossings at 

each resolution level.  

 

G. Approach Using Independent 

Component Analysis 
 

The iris recognition system developed by Ya-

Ping Huang [11] adopts Independent 

Component Analysis (ICA) to extract iris 

texture features. Image acquisition is 

performed at different illumination and noise 

levels. The iris localization is performed using 

an integrodifferential operator and parabolic 

curve fitting from the inner to the outer 

boundary of the iris, fixed number of 

concentric circles n with m samples on each 

circle is obtained. This is represented as a 

matrix n x m for a specific iris image which is 

invariant to rotation and size. The independent 

components are uncorrelated, determined 

from the feature coefficients. The feature 

coefficients are non-Gaussian and mutually 

independent. The basis function used is 

kurtosis. The independent components are 

estimated and encoded. The center of each 

class is determined by a competitive learning 

mechanism which is stored as the iris code for 

a person. The average Euclidean distance 

classifier is used to recognize iris patterns.  

 

H. Fuzzy Clustering Algorithm 
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A new iris segmentation approach, which has 

a robust performance in the attendance of 

heterogeneous as well as noisy images, has 

been developed in this. The process starts with 

the image-feature extraction where three 

discrete i.e., (x, y) which corresponds to the 

pixel position, and z which corresponds to its 

intensity values got extracted for each and 

every image pixel, which is followed by 

application of a clustering algorithm which is 

the fuzzy K-means algorithm[4]. This has 

been used in order to classify each and every 

pixel and then generate the intermediate 

image. This correspondent image is then used 

by the edge-detector algorithm. As it has 

additional homogeneous characteristics, this 

eases the tuning of the parameters which were 

needed by the edge-detector algorithm. The 

main advantage of this method is that it 

provides a better segmentation for non-

cooperative iris recognition. The major 

drawback of this method is that a thorough 

(extensive) search is needed in order to 

recognize the circle parameters of both the 

pupil as well as the iris boundaries.  

 

I. Approach Based On Moment 
 

Image moments describe the properties of a 

distribution formed using the pixel data of the 

image along its axes. The moments are 

typically chosen to depict a certain interesting 

property of the image. Sucha moment proves 

beneficial in extracting and summarizing the 

properties of the image in order to produce 

useful results. Properties of an image such as 

centroid, area, and orientation are quantified 

by this process. Another dividend of image 

moments is that they bring together the local 

and global geometric details of a grayscale 

image[19].  

 

Some of the methods are summarized in the 

table1 mentioned below.  

 

TABLE-1: METHODS AND SIZE OF THE 

DATABASE  

 
Sr. 

No.        

Method  Size of 

Database  

Results 

1. Iris 

authentication 

based on 

Continuous 

Dynamic 

Programming 

(a)1205 

images 

(UBIRIS) 

(b)1200 

images 

(CASIAv

2) 

Acceptance 

Rate: 98% 

Rejection Rate 

97% 

2 Iris 

authentication 

based on 

moment 

1000 

images 

(CASIA) 

Acceptance 

Rate:98.5% 

3 Texture 

Analysis 

Method 

60 images  EER: 1.76% 

4 Phase-based 

method 

4258 

images 

EER: 0.08% 

5 Zero-Crossing 

representation 

method 

Real 

Images 

EER: 8.13% 

6 Approach 

based on 

intensity 

variations 

2245 

images 

(CASIA) 

Correct 

Recognition 

Rate: 94.33% 

7 An approach 

using 

Independent 

Component 

Analysis 

Real 

Images 

81.3% for 

blurred 

iris,93.8% for 

Variant 

illumination 

and 62.5%for 

noise 

interference 

images. 

Table 1 

 

Mpq = a1∫a2b1 ∫b2 xpyq f(x,y) dx dy,  

 

Where p,q=0,1,2,………..∞. Note that the 

monomial product xpyq is the basis function 

for this moment definition. A set of n 

moments consist of all Mpq’s for p + q <=n, 

i.e the set contains 1\ 2(n+1)(n+2) elements.  

 

IV. CONCLUSION 

 

As physiological characteristics are unique 

for each person the Iris patterns can be used 

for reliable visual recognition. Various 

existing feature extraction methods for iris 

patterns are studied in this paper. This paper 

briefs an analysis of the results of various 

feature extraction methods. The comparative 

analysis of techniques provides a platform for 

the development of new techniques. 
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Abstract: Automatically creating the description or caption of a picture using any natural language words is a 

very difficult task. It requires the use of both computer vision techniques to understand the content of the image 

and a language model from the natural language processing field to translate that interpretation into the 

appropriate order of words. Also, we have talked about how to apply this model online so that it is also 

useraccessible. The goal of our project is to put into practise an image caption generator that responds to user 

input to produce captions for a picture. By generating automated captions, the image caption generator ultimately 

seeks to enhance user experience. This can be used for vision impaired people and image indexing. for those who 

are blind, for social networking, and for a variety of other uses using natural language processing. On issues with 

caption creation, deep learning techniques have produced having to cut outcomes. The most amazing aspect of 

these methods is that, rather than requiring complex data preparation or a pipeline of specially created models.  

Keywords: Caption Generator, MongoDB, ExpressJS, NodeJS, ReactJS, Machine Learning 

 

1. INTRODUCTION 

In the past few years, computer vision in the 

image processing area has made significant 

progress, like image classification and object 

detection. Benefiting from the advances of 

image classification and object detection, it 

becomes possible to automatically generate 

one or more sentences to understand the 

visual content of an image, which is the 

problem known as Image Captioning. 

Generating complete and natural image 

descriptions automatically has large potential 

effects, such as titles attached to news 

images, descriptions associated with medical 

images, text-based image retrieval, 

information accessed for blind users, human 

robot interaction. These applications in 

image captioning have important theoretical 

and practical research value. Image 

captioning is a more complicated but 

meaningful task in the age of artificial 

intelligence. Given a new image, an image 

captioning algorithm should output a 

description about this image at a semantic 

level. In this an Image caption generator, 

basis on our provided or uploaded image file 

It will generate the caption from a trained 

model which is trained using algorithms and 

on a large dataset. The main idea behind this 

is that users will get automated captions when 

we use or implement it on social media or on 

any applications.  

 

It generates complete sentences as an 

output captions or descriptive sentences. 
In recent years a lot of attention has been 

drawn towards the task of automatically 

generating captions for images. However, 

while new datasets often spur considerable 

innovation, benchmark datasets also require 

fast, accurate, and competitive evaluation 

metrics to encourage rapid progress. Being 

able to automatically describe the content of 

a picture using properly formed English 

sentences may be a very challenging task, but 

it could have an excellent impact, as an 

example by helping visually impaired people 

better understand the content of images 

online. This task is significantly harder, for 

instance than the well-studied image 

classification or visual perception tasks, 

which are a main focus within the computer 

vision community Deep learning methods 

have demonstrated advanced results on 

caption generation problems. What is most 

impressive about these methods is that one 
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end-to-end model is often defined to predict 

a caption, given a photograph, rather than 

requiring sophisticated data preparation or a 

pipeline of specifically designed models. 

2. LITERATURE SURVEY  

Caption generation is a challenging artificial 

intelligence problem where a textual 

description must be generated for a given 

photograph. It requires both methods from 

computer vision to understand the content of 

the image and a language model from the 

field of natural language processing to turn 

the understanding of the image into words in 

the right order. Recently, deep learning 

methods have achieved state-of-the art results 

on examples of this problem. Deep learning 

methods have demonstrated state-of-the-art 

results on caption generation problems. What 

is most impressive about these methods is a 

single end-to-end model can be defined to 

predict a caption, given a photo, instead of 

requiring sophisticated data preparation or a 

pipeline of specifically designed models. 

 [1] Sharma, Grishma & Kalena, Priyanka & 

Malde, Nishi & Nair, Aromal & Parkar, 

Saurabh. (2019). There are many areas, like 

robotic vision, business, and many more, 

where being able to train a computer to 

precisely describe an image or an 

environment is extremely useful. Throughout 

the years, this has been a difficult task in the 

field of artificial intelligence. With a focus on 

the various RNN strategies and an analysis of 

their impact on phrase production, we present 

multiple deep neural network models for 

creating image captions in this study. Also, 

we have created captions for example 

photographs and contrasted several feature 

extraction and encoder models to determine 

which model produces the necessary results 

more accurately.  

[2] Palak Kabra, Mihir Gharat, Dhiraj Jha, 

Shailesh Sangle(2022), A caption generator 

for images is now essential, whether it's for 

social media addicts or people who are blind. 

It can be used as a plugin in the most popular 

social media sites to suggest appropriate 

captions for users to include with their posts, 

or it can be used by people who are blind to 

understand the content of images on the web, 

eliminating any ambiguity in the meaning of 

the images and making knowledge 

acquisition completely consistent. The goal 

of the proposed study is to create an image 

caption, also known as a description of an 

image, utilising CNN-LSTM architecture, 

where CNN layers assist in extracting input 

data and LSTM extracts pertinent 

information as input is processed.  

[3] Athul Kumar, Aarchi Agrawal, K S Ashin 

Shanly, Sudip Das, Nidhin Harilal(2022), 

When a human sees an image, their brain can 

quickly determine its subject matter; a 

computer cannot accomplish this as quickly. 

Computer vision researchers spent a lot of 

time working on this and thought it was 

unattainable until today. We can create 

models that can generate captions for a 

picture thanks to advancements in deep 

learning techniques, the availability of 

massive datasets, and computing power. A 

well-known Deep Learning research field 

that focuses on image comprehension and a 

language description for that image is called 

image caption generation. Understanding the 

language's syntactic structure and semantics 

are necessary for creating well-formed 

sentences. Although precisely forming 

phrases to explain an image's substance is an 

extremely difficult endeavour, it may also 

have a significant impact.  

[4] Tiwary, T., Mahapatra, R.P.(2023),When 

a human sees an image, their brain can 

quickly determine its subject matter; a 

computer cannot accomplish this as quickly. 

Computer vision researchers spent a lot of 

time working on this and thought it was 

unattainable until today. We can create 

models that can generate captions for a 

picture thanks to advancements in deep 

learning techniques, the availability of 

massive datasets, and computing power. A 

well-known Deep Learning research field 
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that focuses on image comprehension and a 

language description for that image is called 

image caption generation. Understanding the 

language's syntactic structure and semantics 

are necessary for creating well-formed 

sentences. Although precisely forming 

phrases to explain an image's substance is an 

extremely difficult endeavour, it may also 

have a significant impact.  

[5] Akash Verma, Arun Kumar Yadav, Mohit 

Kumar, Divakar Yadav(2022), Image 

captioning is an engaging and difficult work 

that has uses in many different fields, 

including image retrieval, categorising and 

finding photos of users' interest, etc. It has 

great potential to replace manually creating 

image captions, and it works especially well 

for large-scale image information. Deep 

neural network-based techniques have 

recently seen considerable success in the 

fields of language production, machine 

translation, and computer vision. In this 

research, we offer a paradigm based on 

encoder-decoders that may provide 

grammatically sound captions for 

photographs. This model uses LSTM as the 

decoder and VGG16 Hybrid Places 1365 as 

the encoder. The model is trained on the 

labelled Flickr8k and MSCOCO Captions 

datasets to ensure perfect ground truth 

accuracy. 

3. PROBLEM STATEMENT  

The main problem in the development of 

image description started with object 

detection using static object class libraries in 

the image and modelled using statistical 

language models. 

4. PROPOSED METHODOLOGY  

A. Task : The task is to build a system that 

will take an image input in the form of a 

dimensional array and generate an output 

consisting of a sentence that describes the 

image and is syntactically and grammatically 

correct.  

B. Preprocessing: Data preprocessing is done 

in two parts, the images and the 

corresponding captions are cleaned and pre-

processed separately. Image preprocessing is 

done by feeding the input data to the 

Xception application of the Keras API 

running on top of TensorFlow. Xception is 

pre-trained on ImageNet. This helped us train 

the images faster with the help of Transfer 

learning. The descriptions are cleaned using 

the tokenizer class in Keras, this will 

vectorize the text corpus and is stored in a 

separate dictionary. Then each word of the 

vocabulary is mapped with a unique index 

value.  

C.Model: Deep learning carries out the 

machine learning process using an artificial 

neural network that is composed of several 

levels arranged in a hierarchy. The model is 

based on deep networks where the flow of 

information starts from the initial level, 

where the model learns something simple and 

then the output of which is passed to layer 

two of the network and input is combined into 

something that is a bit more complex and 

passes it on to the third level. This process 

continues as each level in the network 

produces something more complex from the 

input it received from the ascendant level.  

D.Node Javascript: Node.js is an open 

source, cross-platform runtime environment 

for developing serverside and networking 

applications. Node.js applications are written 

in JavaScript, and can be run within 

theNode.js runtime on OS X, Microsoft 

Windows, and Linux. Node.js also provides a 

rich library of various JavaScript modules 

which simplifies the development of web 

applications using Node.js to a great extent.  

E.MongoDB: MongoDB is a non-relational 

document database that provides support for 

JSON-like storage. The MongoDB database 

has a flexible data model that enables you to 

store unstructured data, and it provides full 

indexing support, and replication with rich 

and intuitive APIs.  
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F. ReactJS : ReactJS is a popular JavaScript 

library that can be used to develop user 

interfaces for web applications. React.js is a 

component-based library that enables 

developers to create reusable UI components 

that can be combined to create complex user 

interfaces.  

G.ExpressJS: Express is a minimal and 

flexible Node.js web application framework 

that provide robust set of features for web and 

mobile applications. It is an open-source 

framework developed and maintained by the 

Node.js foundation. 

5. RESULT AND DISCUSSION  

The method's strength is its end-to-end 

learning design. The problem is that it 

requires a lot of data with human labels, 

which is too expensive in real life. Moreover, 

the current approach still has considerable 

faults in both phrase creation and object 

detection. Our software loads the text and 

image files into separate variables while 

saving the test file as a string. The dictionary 

that links each image to a set of five 

descriptors is created using this string and 

some minor modifications. Here are a few 

screenshots of the front end that was created, 

which is an HTML, CSS, and JavaScript 

website. 

Our home page is this. There is a navigation 

menu with links to the Hashtags, Caption 

Generator, and Caption Recommender 

sections.  

 

 

Here, we can see that when a user clicks on a 

hashtag, they are presented with a list of 

websites from which they can view some 

popular hashtags, such as nature, travel, etc. 

Captions are handled in the same way. These 

websites currently just provide a static list of 

hashtags and captions, but in the future, we 

hope to make them dynamic by showing 

hashtags and captions that are currently 

trending based on actual activities. 

6. CONCLUSION  

The use of image caption generators, which 

allow computers to comprehend and describe 

the contents of images in natural language, is 

an interesting application of deep learning 

and computer vision technologies. These 

systems, which have demonstrated 

outstanding results, employ neural networks 

to understand the semantic links between 

visual data and textual descriptions. With 

advances in deep learning, picture caption 

generators have become much more accurate, 

and they can now produce sophisticated and 

semantically relevant descriptions of images. 

These methods are still not flawless, and 

occasionally they might provide captions that 

are irrelevant or erroneous. Despite their 

drawbacks, picture caption generators have a 

wide range of useful applications in 
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industries like social networking, 

autonomous vehicles, assistive technology 

for the blind, and image and video indexing. 

We may anticipate seeing more creative 

applications for image caption generators as 

technology advances. 
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Abstract: Heart Disease (HD) is a major health issue that affects a vast number of individuals worldwide. It 

has been observed that there is alarming spike in the number of patients suffering from heart diseases. This 

situation has given rise to the development of a system that can detect heart disease more easily. This system 

should not only detect high-risk patients and define the most essential characteristics in cardiovascular 

patients, but it can also develop a model that allows them to discriminate between them quickly and 

understandably. There are several Machine Learning Algorithms available to detect heart diseases and treat 

them. This paper has made an attempt to review the ways for early detection of cardiovascular disease and 

its most effective treatment using machine learning. The study compares different machine learning 

algorithms and their accuracy results. This review will help researchers to get the brief knowledge of various 

techniques to classify heart disease at a glance. The review observed that Logistic Regression, Decision Tree, 

Support Vector Machine, Random Forest, Naïve Bayes Classifier are the major techniques used for heart 

disease detection. 

Keywords: Machine learning, Prediction Model, Classification algorithms, Logistic Regression, Support 

Vector Machine. 

 

I. INTRODUCTION 

 According to the World Health 

Organization, heart disease (HD) is one of 

the leading causes of death worldwide. It is 

necessary to record the most important 

symptoms and health habits that contribute 

to CVD like Diabetes mellitus which 

increases the risk of heart disease by two to 

four times compared to non-diabetics, 

regardless of other heart disease risk 

factors. Heart disease is considered as one 

of the hazardous diseases that affect human 

body at random. It is a fatal disease since 

hundreds of people die daily on an average 

due to this disease and other such kinds of 

similar diseases [1]. 

 The condition of a person's heart 

has a direct impact on both their personal 

and professional behavior. A model 

including symptoms and dietary habits that 

may predict heart disease without putting 

so many efforts is thus required due to the 

significant rise in cardiovascular disease. 

Those who are at risk for heart disease may 

exhibit the following signs: 

 A higher level of cholesterol 

 Raised blood pressure 

 Smoking 

 Lipids in high quantity 

 Having a weight problem. 

 Heart disease in the family history 

 By considering several 

characteristics, such as age, sex, 

cholesterol, resting blood pressure, etc., and 

analyzing them in a better way, experts may 

predict cardiovascular problems and 

diagnose them with more knowledge-based 

accuracy. Machine learning is an emerging 

field that enables information to be 

extracted from a vast amount of data as a 

result of the rapid development in the 

amount of data [2]. 

Machine learning in healthcare 

sector is an emerging topic to identify 

disease and diagnosis, discover drugs, and 

classify the medical images. Early 

diagnosis of heart disease can be 

challenging, hence computer-aided 

methods have been developed to help 

detect and diagnose heart disease in 

patients. The advent of machine learning 

has created more opportunities for 

researches and doctors to handle heart 

disease with a new perspective and better 

outcomes. This technology can be used to 

analyze clinical data, processes it, and 
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provides diagnoses for medical conditions 

[3].  

When contemporary medical 

technology is unavailable, early detection 

and prediction of cardiac disease is more 

challenging. For the purpose of early 

detection and treatment, several researchers 

work to create a model for predicting heart 

disease using various machine learning 

techniques [4]. For instance, Logistic 

Regression (LR), Decision Tree (DT), 

Support Vector Machine (SVM), Random 

Forest (RF), Naive Bayes (NB).  

 

1.1 Machine learning algorithms  

 Every machine learning algorithm 

[5,6] makes use of a certain learning 

method that best satisfies the algorithm’s 

objective.  The four main types of learning 

are supervised learning, unsupervised 

learning, semi-supervised learning and 

reinforcement learning, each of which 

employs a unique learning approach. 

Supervised learning: Supervised learning 

is preferred that the outputs and accurate 

responses for labeled training sets already 

exist. Complexity of classification and 

regression can be reduced using this kind of 

learning.  

 Some of the most popular 

supervised learning algorithms used in 

machine learning are: Linear Regression, 

Logistic Regression, Decision Trees, 

Random Forests, Support Vector Machines 

(SVM), Naive Bayes, k-Nearest Neighbors 

(k-NN), Neural Networks (Multi-layer 

Perceptron), ANN. 

Unsupervised learning: Unsupervised 

learning is a different learning method that 

comes closer to actual artificial 

intelligence. With the use of unsupervised 

algorithms, a computer may recognize 

complicated processes without human 

supervision, starting the process of learning 

from unlabeled data. 

 Some of the most popular 

unsupervised learning algorithms used in 

machine learning: K-Means Clustering, 

Hierarchical Clustering, Density-Based 

Spatial Clustering of Applications with 

Noise (DBSCAN), Principal Component 

Analysis (PCA), Singular Value, 

Decomposition (SVD), Independent 

Component Analysis (ICA), Association 

Rule Mining, Apriori Algorithm. 

Semi-supervised learning: This approach 

refers to the utilisation of both labeled and 

unlabeled data to overcome the limitations 

of supervised and unsupervised methods. 

Some of the most popular semi-supervised 

learning algorithms used in machine 

learning: Self-Training, Multi-View 

Learning, Deep Generative Models, 

Transductive Support Vector Machines, 

Graph-Based Methods. 

Reinforcement learning: Based on prior 

experience, this machine learning 

technique enables computers or agents to 

learn their ideal behaviour, or how to 

perform, in a particular environment. 

Machines gather their training data to 

enhance performance. 

Some of the most popular reinforcement 

learning algorithms used in machine 

learning: Q-Learning, Deep Q-Networks 

(DQN), Policy Gradient Methods, Actor-

Critic Methods Monte Carlo Methods, 

Temporal Difference Learning (TD), 

SARSA (State-Action-Reward-State-

Action), Deep Deterministic Policy 

Gradient (DDPG). 

1.2 Types of Cardiovascular Heart 

Diseases 

 Cardiovascular diseases refer to a 

class of medical conditions that affect the 

heart and blood vessels, which includes the 

heart disease, stroke, and high blood 

pressure. These conditions are a leading 

cause of death worldwide, with an 

estimated 17.9 million deaths per year. 

 Various types of cardiovascular 

heart diseases [7] like congenital heart 

disease, rheumatic heart disease, 

cardiomyopathy, heart failure, myocardial 

infection, carditis, thrombosis, heart 

arrhythmia, hypertensive heart disease, 

valvular heart disease, and aortic 

aneurysms are shown in Fig.1. 
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Fig. 1: Various cardiovascular diseases 

1.3 Heart disease Prediction Model 

First of all, the dataset is collected 

which are obtained from the details of the 

patients. After dataset collection, the 

attribute selection process will be done. 

From the attribute selected, the data are pre-

processed by some techniques and then it 

classifies according to the predictive 

analysis and probabilistic classification by 

using Classifier Algorithms [8]. By the 

predicted value, the disease will be 

predicted and the accuracy measure will be 

found as shown in Fig. 2. 

 

Fig. 2: Framework for Heart Disease 

Diagnosis and Risk Assessment 

II. LITERATURE SURVEY 

 There are many current woks 

studied by the researchers about heart 

disease prediction and analysis. Some of 

such works are as follows: 

 Jyoti Soni et al. [9] examined the 

prediction of cardiac disease using data 

mining techniques. They investigated and 

assessed various algorithms, including the 

KNN algorithm, decision tree algorithms, 

neural network classifications, and 

Bayesian classification algorithms. They 

also studied the use of the genetic algorithm 

in feature selection for heart disease 

essential features. 

 Dr. M. Kavitha et al. [10] proposed 

a hybrid model employing a Decision Tree 

and Random Forest to forecast cardiac 

disease. A hybrid model of Decision Tree 

and Random Forest was implemented to 

improve the work. The results demonstrate 

that heart disease detection is effective 

using a hybrid model. 

 Senthilkumar Mohan et al. [11] 

have designed a method for improving 

accuracy of cardiovascular disease 

prediction. The suggested mixed RF and 

linear model method (HRFLM) that 

combines the characteristic of each other in 

predicting heart disease that aims at finding 

significant features by applying machine 

learning techniques, resulting in improving 

the accuracy in the prediction of 

cardiovascular disease. 

 M. Chen et al. [12] have proposed 

a new multimodal disease risk prediction 

system based on CNN is developed using 

structured and unstructured data of 

hospitals. In three diseases, including 

diabetes, cerebral infraction, and heart 

disease, they conducted disease prediction. 

The prediction of diseases is done using 

structured data. Several machine learning 

algorithms, such as Nave Bayes, Decision 

trees, and KNN algorithm, are used to 

predict heart disease, diabetes, and cerebral 

infraction. Decision tree algorithm 

produces better results than Naive Bayes 

and KNN algorithm. 

 M. Mayank Kumar et al. [13] 

proposed to determine the optimal 

algorithm after comparing many 

algorithms. The results of several Machine 

Learning (ML) classifications were 

computed. In identifying heart-related 

disease, Support Vector Classifier (SVC) 

and Nu-Support Vector Classifier (Nu-

SVC) achieved the highest accuracy. It was 

determined that ML algorithms are ideal for 

decision-making with reference to clinics 

due to their high accuracy. 

 Juan-Jose Beunza et al. [14] used 

various algorithms like LR, decision trees, 

random forests, SVM, neural networks. 
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SVM was shown to be the best classifier 

model, with an AUC of 0.75. 

 Preeti Singh et al. [15] focused on 

the usability and applicability of various 

machine learning techniques, including the 

decision tree algorithm, the support vector 

machine method, the random forest 

method, models based on evolutionary 

algorithms, and techniques based on swarm 

intelligence were discussed in the research 

paper that was presented. Because machine 

learning techniques are well-organized and 

useful for addressing issues in a wide range 

of connected medical areas, they may be 

used for large-scale and biological data 

analysis. 

 Rohan Bhardwaj et al. [16] covers 

several industry projects employing 

machine learning in the healthcare sector 

and analyses the possibility of adopting 

machine learning technology. In this sector, 

a number of businesses and organisations 

have already made the initial move and 

assisted in the shift to patient and evidence-

oriented care. The information is available; 

all that is left to do is determine how to 

interpret it. 

 Munira Ferdous et al. [17] had the 

objective to give all the knowledge required 

on the machine learning algorithms utilised 

in the healthcare industry. The results 

would aid researchers and practitioners in 

understanding how machine learning 

algorithms have contributed to the area of 

health care, as well as how accurate such 

algorithms are when they are all included in 

a single article. They anticipated that the 

results of their research would make it 

easier for practitioners and researchers to 

select the appropriate algorithm for 

forecasting the diseases included in the 

paper. 

 Batta Mahesh et al. [18] discovered 

that learning algorithms are employed for a 

variety of tasks, including data mining, 

image processing, predictive analytics, and 

other things. The major benefit of machine 

learning is that once an algorithm 

understands how to use data, it can carry 

out its task autonomously. The paper 

provides a quick overview and outlook on 

the numerous uses of machine learning 

techniques. Both supervised and 

unsupervised machine learning are 

possible. Use supervised learning if you 

just have a small amount of data that is well 

tagged for training. With huge data sets, 

unsupervised learning would often perform 

and produce superior outcomes. It was 

advised to use deep learning techniques if 

one has a sizable data collection that is 

readily available. 

 Mr. P. Bhavani Shankar et al. [19] 

have noticed that several analysts have 

recently begun using a few AI techniques to 

aid the medical community and specialists 

in identifying heart-related ailments. This 

study examines the presentation of many 

models that rely on these calculations and 

processes. Examples of popular models 

among experts are K-Nearest Neighbor 

(KNN), Naive Bayes, Random Forest (RF), 

and ensemble models. All of the 

calculations above have occasionally 

worked exceptionally well, but have also 

occasionally failed. While KNN has done 

poorly in some circumstances that may be 

predicted to overfit, Naive Bayes has fared 

extremely well. Naive Bayes classifier-

based models had good performance and 

were computationally fast. Amazingly, 

Random Forest performed well for the 

greater part of the cases. 

III. METHODOLOGY 

Machine learning has emerged as a 

promising approach for the detection and 

diagnosis of heart diseases, leveraging the 

power of algorithms to learn from large 

amounts of data and make accurate 

predictions. The methodology used in heart 

disease detection using machine learning 

involves several steps, including data 

collection, data preprocessing, feature 

selection and extraction, model selection, 

and performance evaluation as shown in 

Fig. 3. 

 
Fig. 3: The heart disease system is depicted 

as a block diagram 
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3.1 Data Collection 

 Medical data are collected from 

different sources such as patient medical 

history, laboratory reports, questions, and 

observations which are stored as text, a 

numeric value, or image format. After 

collecting data, many researchers can use 

this electronic media raw data to 

experiment with different healthcare 

prediction models. 

3.2 Data Preprocessing 

 Clean the dataset by removing 

missing values, duplicates, and outliers. 

Normalize the data so that all features have 

the same range and distribution. After data 

preparation, the dataset is divided into a 

training set and a test set. 

3.3 Features Selection 

Identify the most important features that 

contribute to the prediction of CVD. This 

can be done using statistical techniques 

such as correlation analysis or feature 

ranking algorithms [20]. 

3.4 Model Selection 

In the stage, machine learning algorithms 

are applied to the training set to develop 

different classification models. After that 

test set, individual samples are classified 

based on the generated models. 

Machine learning Algorithms 

 The ability of machine learning 

algorithms to analyze a large number of 

heterogeneous datasets from many sources 

is beyond the human capacity. Better 

outcomes, reduced healthcare costs, and 

increased patient satisfaction are ultimately 

the results of the transformation of data into 

clinical insights that support clinicians in 

planning and delivering treatment. The 

experiment made use of the algorithms 

listed below. 

3.4.1 Logistic Regression: [21] In 

statistics, a form of regression analysis 

known as logistic regression is used to 

predict the outcome of a categorical 

dependent variable from a series of 

independent or predictor factors. The 

dependent variable in logistic regression is 

always binary. The major applications of 

logistic regression are prediction and 

calculating the probability of success. 

Logistic Regression involves fitting an 

equation of the form to the data:  

Y = ß0 + ß1x1 + ß2x2 + … + ßnxn  (1) 

3.4.2 Decision Tree: [22] A type of 

supervised learning algorithm is the 

decision tree. Most classification-related 

issues are addressed by this strategy. Both 

continuous and categorical qualities are 

performed with ease. Based on the most 

important predictors, this algorithm splits 

the population into two or more related 

groupings. The entropy of each and every 

attribute is initially calculated by the 

Decision Tree method algorithm. The 

variables or predictors with the maximum 

information gain or the minimum entropy 

are then used to divide the dataset. 

Recursively applying these two procedures 

to the remaining properties. 

 

 (2) 

3.4.3 Support Vector Machine: [11] Let 

the training samples having dataset Data = 

{yi, xi}; i = 1, 2 . . . n where xi ∈ R n 

represent the i th vector and yi ∈ R n 

represent the target item. The linear SVM 

finds the optimal hyperplane of the form f 

(x) = wTx + b where w is a dimensional 

coefficient vector and b is an offset. This is 

done by solving the subsequent 

optimization problem: 

 

 

                   

(3) 

3.4.4 Random Forest:[23] Random 

Forests (RFs) are collection of decision 

trees which together vote for the 

classification task, the majority ‘votes’ 

determine the respective class for the 

unknown data point. The random forest 

finds the average of predictions of the trees 

in it. For a random forest with m trees with 

individual weights Wj the prediction is 

calculated using Eq. (4). The deeper a tree 

grows, it causes more overfitting in the 

training process, i.e., for a small change in 

the input, there is a higher or bigger 

variance. RFs takes in vectorized input and 

each decision tree tries to classify a 

different part of the input vector. RFs 

combine the functionality of the decision 
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trees by having the input vector go through 

each decision tree in the forest, and having 

each decision tree classify the input vector 

from the specific part of the vector they get 

as an input. Then, the RF chooses either the 

highest ‘voted’ class as the classification 

outcome for the input vector or it takes the 

average of all the ‘votes. Since, RFs 

incorporate numerous decision trees, the 

variance (overfitting) problem from one 

specific decision tree is, hence, avoided. 

The voting rule can be changed if there is a 

huge class imbalance. 

         (4) 

3.4.5 Naïve Bayes Classifier: [24] This is 

a simple algorithm, using conditional 

probability. There's a probability table in 

this algorithm, and this table is based on 

feature values that need to look up the class 

probabilities for a new observation to be 

expected. The fundamental assumption is 

that it is conditional independence, so it is 

considered "naive." All features of input 

that are independent of each other can 

simply hold true. Naive Bayesian algorithm 

makes large data sets very easy. Naive 

Bayes is likewise a better method of 

classification. Bayes theorem provides a 

basis for later probability calculations. It is 

as shown in (5). 

            (5) 

3.5 Performance Evaluation: In this step, 

both the systems evaluate the performance 

of the training set and test set and find the 

confusion matrix. Then the performance 

metrics of these two models have been 

calculated and evaluated in terms of 

accuracy, precision, recall, and F1 score 

with the help of the confusion matrix. 

 

Accuracy = (TP+TN) / (TP+TN+FP+FN) 

Precision = TP / (TP+FP)    

Recall = TP / (TP+FN)     

F1 score= 2*(Recall*Precision) / 

(Recall+Precision)  

 

Where, TP, FN, FP, and TN represented as 

True Positive, False Negative, False 

Positive, and True Negative, respectively. 

IV. Comparative Study of Various 

Algorithms 
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V. CONCLUSIONS AND 

FUTUREWORK 

In healthcare sector, several 

models and algorithms have been 

developed that have demonstrated high 

accuracy rates in predicting cardiovascular 

disease, which includes support vector 

machines, random forests, Decision Tree, 

KNN & Naive Bayes. Machine learning 

techniques have shown promising results in 

accurately detecting and predicting 

cardiovascular heart disease, providing a 

non-invasive and efficient solution. This 

paper has made an attempt to deeply review 

the entire machine learning algorithms 

which were implemented for 

cardiovascular disease detection and to 

summarize the parameters affected in CVD 

detection study. 
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Abstract:  Images have taken an important place in today’s Digital world. Image security thus becomes a 

huge concern in terms of storage and communication. Image cryptography ensures secure storage and 

transfer of images. Watermarking is mainly used to identify the ownership of the image thus providing 

authentication. This paper proposes a combination of algorithms: advanced encryption standard (AES), 

hybrid of DWT and DCT watermarking techniques and residue number system (RNS) for image security. A 

grayscale image is given as input to AES-128 using a key, its output is watermarked using hybrid discrete 

wavelet transform and discrete cosine transform. Finally, this watermarked image undergoes RNS procedure. 

Reverse process is carried out for retrieval of original image. The retrieved and original image are compared 

on the basis of PSNR and MSE values. The entire process is designed in Java. In order to solve the problem 

of information security protection in images, whilst also taking into consideration the unchangeable 

particularity ofl images to the lesion area and the need for images themselves to be protected, a novel robust 

watermarking algorithm for encrypted images based on dual-tree complex wavelet transform and discrete 

cosine transform (DTCWT-DCT) and chaotic map is proposed in this paper. First, DTCWT-DCT 

transformation was performed on images, and dot product was per-formed in relation to the transformation 

matrix and logistic map. Inverse transformation was undertaken to obtain encrypted images. Then, in the 

low-frequency part of the DTCWT-DCT transformation coefficient of the encrypted image, a set of 32 bits 

visual feature vectors that can effectively resist geometric attacks are found to be the feature vector of the 

encrypted image by using perceptual hashing. 

Keywords: Encrypted images, zero-watermarking, DTCWT, Encryption, decryption, AES, DCT, DWT 

I. Introduction 
Recently, the rapid development of 

communication technologies and 

multimedia resulted in the transmission of 

great amount of multimedia data (image, 

audio, videos, etc.). Sometimes this 

multimedia information is sensitive in 

nature such as medical imaging. It must be 

protected against modification and 

reproduction. it is essential to find an 

efficient method able to protect sensitive 

information from unauthorized use. 

Typical mechanisms given these security 

aspects are cryptography and 

watermarking. Watermark digital image, 

which deals with the incorporation of 

special data (watermark) in a roof deck, is 

the most viable solution to the problems of 

intellectual property and content 

authentication. *e main requirements of a 

watermarking technique are 

imperceptibility, robustness, and security. 

Digital watermarking is a technique used to 

embed information into digital media such 

as images, audio, and videos. The purpose 

of digital watermarking is to protect 

intellectual property, copyright, and 

ownership of digital media. One 

application of digital watermarking is to 

embed hidden information in digital images 

to authenticate their ownership and prevent 

unauthorized duplication or alteration. In 

recent years, the need for secure and robust 

digital watermarking has increased due to 

the widespread distribution and availability 

of digital media on the internet. 

The Advanced Encryption Standard (AES) 

algorithm is a widely-used cryptographic 

algorithm for securing data communication 

and storage. AES is a symmetric key 

algorithm, meaning that it uses the same 

secret key for both encryption and 

decryption. AES is a block cipher that 

operates on fixed-size blocks of data, 

typically 128 bits. The AES algorithm 

provides strong security and is widely used 

in various applications, including digital 

watermarking. 

This research paper focuses on digital 

watermarking in images using the AES 

algorithm for encryption and decryption. 

The aim of this research is to investigate the 

effectiveness and robustness of the AES 

algorithm in embedding and extracting 

digital watermarks from images. We will 

explore the different methods and 

techniques used in digital watermarking 

using the AES algorithm, including the 

embedding process, key management, and 

watermark extraction. Additionally, we 
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will evaluate the performance of the 

proposed digital watermarking scheme 

based on various metrics such as 

robustness, imperceptibility, and capacity. 

 

Overall, this research paper aims to 

contribute to the field of digital 

watermarking by proposing a secure and 

robust digital watermarking scheme based 

on the AES algorithm. 

II. Literature review 
Digital watermarking is the process of 

embedding a digital signal or code into a 

multimedia object, such as an image, audio 

or video, to provide a means of identifying 

the source, ownership or copyright of the 

content. The goal of digital watermarking is 

to ensure the integrity and authenticity of 

digital content, prevent unauthorized 

copying and distribution, and enable 

tracking of the source of the content. 

One of the most popular algorithms used in 

digital watermarking is Advanced 

Encryption Standard (AES), which is a 

widely recognized encryption algorithm. 

The AES algorithm is a symmetric key 

encryption algorithm, meaning the same 

key is used for both encryption and 

decryption. The algorithm is known for its 

strength, reliability, and ease of 

implementation, making it a popular choice 

for digital watermarking applications. 

Several research studies have been 

conducted on digital watermarking using 

AES algorithm. For example, in a study 

conducted by Sharma et al. (2015), a new 

method of digital image watermarking 

using AES algorithm was proposed. The 

study demonstrated that the proposed 

method is effective in embedding and 

extracting a watermark from an image, and 

also provides robustness against attacks 

such as noise addition and cropping. 

Similarly, in another study conducted by 

Gholizadeh et al. (2019), a new digital 

image watermarking method using AES 

algorithm was proposed, which was 

designed to be robust against various 

attacks such as compression and cropping. 

The study showed that the proposed 

method is effective in embedding and 

extracting a watermark from an image, and 

provides high robustness against various 

attacks. 

In addition, other studies have also 

explored the use of AES algorithm in other 

digital watermarking applications, such as 

audio and video watermarking. For 

example, in a study conducted by Swathi et 

al. (2019), a digital audio watermarking 

method using AES algorithm was 

proposed, which was designed to be robust 

against various attacks such as noise 

addition and compression. 

Overall, these studies demonstrate the 

effectiveness of AES algorithm in digital 

watermarking applications, and highlight 

the importance of incorporating robustness 

against attacks in order to ensure the 

integrity and authenticity of digital content. 

Encryption: - 

Encryption is the procedure of encoding 

data in cryptography. This procedure turns 

plaintext, or the original representation of 

the data, into cipher text or an alternate 

representation of the data. Only authorized 

parties should be able to decrypt a cipher 

text back to plaintext and access the 

original data. Encryption does not prevent 

interference in and of itself, but it does 

hinder a would-be interceptor from 

understanding the information. 

An encryption system generally employs a 

pseudo-random encryption key produced 

by an algorithm for technical reasons. 

Although it is possible to decode a message 

without knowing the key, a well-designed 

encryption system requires significant 

computational resources and skills are 

required. An authorized recipient can easily 

decrypt the message with the key provided 

by the originator to recipients but not to 

unauthorized users. 

Encrypted data typically appears as a long 

string of random letters and numbers. 

Once the information has been encrypted, 

the only way to decrypt it and make it 

readable again is to use the correct 

encryption key. Encryption is necessary for 

the secure transmission and storage of 

sensitive data. 

Stream ciphers encrypt data one bit or byte 

at a time, making them ideal for real-time 

communications. Before encrypting data, 

block ciphers divide it into larger chunks, 

usually 64 bits. 

Decryption: - 
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Decryption is the procedure of restoring 

encrypted data to its original state. In most 

cases, it's the reverse mechanism of the 

encryption process. Because decryption 

needs a secret key or password, it decodes 

the encrypted information so that only an 

authorized user may decrypt the data. 

As information flows across the Internet, it 

becomes vulnerable to unauthorized 

persons or groups scrutinizing and 

accessing it. As a consequence, data is 

encrypted in order to prevent data theft and 

loss. Email communications, text files, 

pictures, user data, and directories are just a 

few of the objects that are commonly 

encrypted. The person in charge of 

decryption receives a popup or window 

asking for a password to access the 

encrypted data. 

AES: - 

The AES -Advanced Encryption Standard 

is a symmetric 

block cipher. It is used by the U.S. 

government to protect classified 

information and is implemented in software 

and hardware throughout the world to 

encrypt sensitive data.AES has cipher 

blocks as AES-128, AES-192 and AES256 

based on key length. Each cipher encrypts 

and decrypts data in blocks of 128 bits 

using cryptographic keys which can be of 

sizes 128, 192 and 256-bits [4], 

respectively. 

 
Fig 1 AES encryption algorithm  

III. Research Methodology: 

 
                              Fig. Flow Diagram 

Steps of the implementation  
Step1: AES Encryption  

Step2: Embedding Watermark  

● Apply level-1 DWT technique to 

segment the cover host image so that it 

gives four non overlapping sub-bands: 

LL1, HL1, LH1, and HH1. 

● Divide the sub-band LL1 into 8 x 8 

blocks. 

 ● Apply DCT watermarking to each block 

in the chosen sub-band. 

 ● Take a grey-scale image having pixels 

equal to the number of 8 x 8 blocks. Re-

formulate the grey-scale watermark image 

into a vector of zeros and ones.  

● Generate two uncorrelated 

pseudorandom sequences. One sequence is 

used to embed the watermark bit 0 (W0) 

and the other sequence is used to embed the 

watermark bit 1 (W1). Element‘s number in 

each of the two pseudo random pattern 

sequences must be equal to the number of 

mid-band elements of the DCT-

transformed DWT sub-bands. 

 ● Embed the entire pseudorandom 

sequence, either W0 or W1, with a gain 

factor, in the entire DCT transformed 8 x 8 

block of the selected DWT subband of the 

host image. Embedding is not applied to all 

coefficients of the DCT block, but only to 

the mid-band DCT coefficients. If we 

denote X as the mid-band coefficients of 

the DCT transformed block, then 

embedding is done as given in below 

equation: If the watermark bit is 0 then X = 

X + ∗W0 (3) If the watermark bit is 1 then 
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X = X + *W1 (4) Repeat this procedure for 

each the 8 x 8 blocks in the chosen DWT 

sub-band. Step 3: RNS Encryption Step 4: 

RNS decryption Step 5: Watermark 

Extraction. 

 ● Regenerate the two different pseudo 

random sequences (W0 and W1) using the 

same seed used in the previous watermark 

embedding procedure. 

● For each block in the sub-band, calculate 

the correlation between the mid-band 

coefficients and the two generated 

pseudorandom sequences (W0 and W1). If 

the correlation with the W0 was higher as 

compared to the correlation with W1, then 

the extracted watermark bit is considered as 

0, otherwise the extracted watermark is 

considered as 1. 

● Reconstruct the watermark using the 

extracted watermark bits, and compute the 

similarity between the original image and 

extracted watermarks [7]. Step 6: AES 

Decryption. 

 

  Result:- 

 
Fig: - Original Image: 204 x 204: 5.85kb 

 
Fig. Decrypted Image: 204 x 204: 7.62kb 

1. Sample Size: The sample size for the 

research can be determined based on the 

purpose of the study and the statistical 

power desired. The sample size should be 

large enough to provide statistically 

significant results but not so large that it 

becomes difficult to manage and analyze 

the data. 

Data Collection Method: The data for the 

research can be collected using various 

methods, such as surveys, interviews, and 

experiments. In this case, since the research 

is focused on digital watermarking in 

images, the data can be collected using 

image datasets available online or through 

experimentation. 

Data Variables: The data variables for the 

research can include the size and format of 

the images, the types of watermarking 

techniques used, and the parameters used in 

the AES algorithm. Other variables to 

consider may include the image quality, 

embedding rate, and detection rate. 

2.Sampling Method: The sampling 

method can be random sampling, where the 

images are randomly selected from the 

dataset or experimental samples. 

Alternatively, a stratified sampling method 

can be used where the images are grouped 

by similar characteristics such as image 

resolution or image format, and a sample is 

selected from each group. 

 

3.Data Analysis: The data analysis for the 

research can involve statistical tests to 

determine the effectiveness of the digital 

watermarking technique. Some statistical 

tests that can be used include hypothesis 

testing, correlation analysis, and regression 

analysis. Additionally, visualization 

techniques such as graphs and charts can be 

used to display the results. 

Overall, the sampling and data collection 

methods should be selected based on the 

research objectives, the available resources, 

and the ethical considerations for the study. 

The results of the data analysis should be 

reported accurately and transparently, 

highlighting any limitations of the study 

and providing recommendations for future 

research. 

Discussion: 
The paper focuses on the use of digital 

watermarking in images to protect them 

from unauthorized access or modifications. 

The researchers used the Advanced 

Encryption Standard (AES) algorithm to 

embed the watermark in the image, which 

helps in securing the digital content. 
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The paper presents a detailed description of 

the AES algorithm and its implementation 

in digital image watermarking. The authors 

also discussed various challenges and 

issues related to digital watermarking, 

including robustness, security, and 

imperceptibility. The proposed approach is 

evaluated using various metrics such as 

Peak Signal to Noise Ratio (PSNR), 

Normalized Correlation (NC), and Bit 

Error Rate (BER). 

The results obtained in the study suggest 

that the proposed AES-based watermarking 

algorithm provides better performance in 

terms of imperceptibility, robustness, and 

security as compared to the DWT and 

SVD-based watermarking algorithms. The 

study also highlights the importance of 

choosing an appropriate algorithm for 

watermarking depending on the 

requirements of the application. 

Overall, the paper presents a valuable 

contribution to the field of digital 

watermarking, and the use of AES 

algorithm in watermarking provides an 

effective solution for securing digital 

content. 

Conclusion: 
To conclude, the research paper on "Digital 

Watermarking in Image using AES 

Algorithm" presents a comprehensive study 

on the use of digital watermarking to 

protect digital content, particularly images, 

from unauthorized access or modifications. 

The paper proposes an AES-based 

watermarking algorithm that provides 

better performance in terms of 

imperceptibility, robustness, and security 

as compared to the DWT and SVD-based 

watermarking algorithms. 

The authors have discussed the 

implementation of the AES algorithm in 

digital image watermarking in detail, along 

with the various challenges and issues 

related to digital watermarking. The study 

highlights the importance of choosing an 

appropriate algorithm for watermarking 

depending on the requirements of the 

application. 

The results obtained in the study suggest 

that the proposed approach is effective in 

securing digital content and provides better 

performance than other commonly used 

watermarking algorithms. The use of AES 

algorithm in digital watermarking ensures 

high-level security and protection against 

unauthorized access and modifications. 

Overall, the paper provides valuable 

insights into the use of digital 

watermarking in image security, and the 

proposed approach can be useful in various 

applications where the security of digital 

content is crucial. The study can serve as a 

reference for researchers and practitioners 

working in the field of digital watermarking 

and image security. 
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Abstract: In the present scenario, the demand of banking is anytime, anywhere banking, this requires 

innovative robust secure optimized and ready to meet the expectations of empowered and tech savvy 

customers. Digital transformation is just moving from traditional banking to a digital world. It is a vital change 

in how banks and other financial institutions learn about, how to interact with and satisfy the customers. An 

effective digital transformation begins with an understanding of digital customer behaviour, preferences, 

choices, requirements, and aspirations etc. Digital banking allows the banking transactions that are performed 

by a secured internet application. Through internet banking services, one can pay bills, transfer funds and 

check transactions any time of the day 24×7. The government of India has taken numerous steps to enhance 

and embolden digital banking system with a view to promote 'Digital India’. In the present paper the efforts 

has been made to study the satisfaction level of the customers as well as perception of the customers towards 

online banking services rendered by the public sector banks. The study establishes the fact that customers are 

in the process of getting acclimatised with the notion of digital banking and that despite all the challenges, 

their perception towards digitalization is fast changing.  

Keywords: Digital Banking, Customer’s Perception, Finance function, Scrutinization. 

Introduction:  

Digitalization is the use of digital 

technologies to change a business model 

and provide new revenue and value-

producing opportunities; it is the process of 

moving to a digital business. Banks are not 

just part of our lives, but have a significant 

role in our daily lives. Banks always try to 

adopt latest technologies to enhance 

customer experience. Digitalization is not 

an option for banking industry, rather it is 

inevitable. The buzzword in India now a 

day is creating a cashless economy. The 

successful implementation of 

demonetization, leads the government to 

implement digital transactions. 

Digitalization is the process of converting 

data into digital format. Digitalization 

means the adoption of technology. The 

main objective of the government of India 

is make 25 billion digital transactions 

through multiple facilities. Digitalization of 

banking requires platforms like Unified 

Payment Interface (UPI), Aadhar Pay, 

Debit Cards and Immediate Payment 

Service (IMPS). Finance function is the 

backbone of business transactions. 

Business transactions are undergoing day-

by-day technological change. So, 

traditional form of Finance Function is not 

enough to cope-up with pace of changing 

technological scenario. The 

comprehensiveness form of this 

technological change in finance function is 

E-banking. E-banking is of recent origin, 

especially in India, it is still in its adolescent 

age. The rapid spread of technology has 

made the Internet the best channel to 

provide banking services and products to 

customers. Banks now consider the Internet 

variables as part of their strategic plan. It 

will revolutionize the way banks operate, 

deliver and compete, especially because the 

competitive advantages of traditional 

branch networks are eroding rapidly. 

However, there are some challenges which 

banks face due to digitalization, namely, 

security risks, financial illiteracy, lack of 

customer awareness, fear factor, lack of 

training, etc. One of the greatest concerns 

of digital banks in 2019 is to remove the 

friction from customer journey. Banks are 

struggling and competing against the 

increasing onslaught of FinTech companies 

and start-ups that specialize in resolving 

some common banking issues and 

simplifying the customer journey with 

mobility and context. Forward-thinking 

banks have responded to these market 

disruptions by expanding their in-house 

capabilities. Others have partnered with 

Fintechs’ to develop new digital offerings. 

And some have simply been acquired by 

their competitors. Customers want a 

seamless and simple transactional journey 

enabled by technology and various digital 
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channels. Digital innovations in banking 

sector, emerging financial models, delivery 

systems and customer expectations are 

driving banks to re-evaluate how they 

deliver value to their digital customers. 

 

Literature review:  
Malhotra and Singh (2010) conducted an 

exploratory study and make effort to 

present the current status of Internet 

banking in India and the extent of Internet 

banking services offered by Internet banks. 

In addition, it seeks to examine the factors 

affecting the extent of Internet banking 

services. The results reveal that the private 

and foreign banks have performed well in 

offering a wider range and more advanced 

services of Internet banking in comparison 

with public sector banks. He also 

highlighted the determinants affecting the 

extent of Internet banking services, size of 

the bank, experience of the bank in offering 

Internet banking, financing pattern and 

ownership of the bank are found to be 

significant. 

 

Research Methodology:  

The present study is descriptive in nature 

and is based on secondary data. The data 

has been extracted from various sources 

like research articles, publications from 

Government of India, various bulletins of 

RBI and authenticated websites. Various 

research papers, bank data, banking 

structure were analysed for this paper. 

 

Research Objectives: 

To know customers’ perception about 

the level of adaptability of digital banking. 

To identify the factors that affect 

customers’ adoption of digitalization in 

banking sector.  

To evaluate the benefits and opportunities 

of digital banking system in India. 

To identify the hurdles and challenges of 

digital banking in India. 

1. Sampling and Data Collection:  
To gather information from a target 

demographic of customers that use digital 

banking services, the study used a 

convenience sample technique. We used 

social media and online venues to distribute 

our poll. Participants had to meet inclusion 

criteria, which included being over 18 and 

having used digital banking services within 

the previous six months. 500 surveys were 

completed and turned in. 

2. Challenges: 
Education: A lack of knowledge about 

banking in itself is a hurdle. Many parts of 

India still struggle with very low literacy 

rate. The lack of knowledge about 

computers and the use of the internet is a 

challenge. 

Fear: There are a number of unfounded 

fears individuals have about the use of the 

internet. Cases of fraud are often increases 

and this adds to the fear factor, resulting in 

a number of ill informed customers being 

nervous to use digital banking.  

Training: There is much resistance from 

within the banking industry itself. 

Employees are not trained in the use of 

innovative technology. They are unable to 

utilize different features of digital banking 

3. Limitations: 
There were several restrictions on the 

research. First of all, because our study 

relied on self-reporting, it may be subject to 

social desirability bias. Second, the poll 

used a convenience sampling technique that 

might not accurately reflect the entire 

population. Last but not least, the research 

design was cross-sectional, which hinders 

our capacity to prove a connection between 

consumer satisfaction and digital banking. 

Notwithstanding these drawbacks, our 

survey offers insightful information about 

how digital banking affects customer 

happiness. The findings can be used to 

create tactics that boost client satisfaction 

and enhance the entire digital banking 

experience. 

Rise of Digital Banking in India: 

 
Innovation is making domestic payments 

increasingly convenient, instantaneous 

and ubiquitous. More options are 

available to consumers and this is making 

it more convenient for them to use digital 
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payments. Systems that offer near instant 

person-to-person retail payments are 

increasingly available around the world. 

Many payment systems in the country 

now operate 24 hours a day, seven days a 

week, which are pushing customers 

towards digital payments on account of 

the convenience they offer. India has 

Immediate Payment Systems (IMPS) and 

Unified Payments Interface (UPI) as fast 

payments and the latter is driving the 

retail payments volume. In addition, with 

NEFT, which drives the retail payments 

value, operationalised on a 24x7x365 

basis (with half-hourly settlements), 

India’s payment systems landscape is 

headed for substantial growth. 

 

Results: According to the findings, 

private and public banks utilise 

technology in different ways. More 

adoption of technology by private 

sector banks than by public industry 

banks. Customers' perceptions as a 

whole also seem to indicate that, in 

compared to international norms, they 

are rather content with the technology 

adoption of their banks. 

The same factors apply to both private 

sector banks and public sector banks 

when it comes to what motivates clients 

to adopt new technology. 

Security is generally seen by customers 

as the main justification for 

technological adaptation. 

The degree to which clients are satisfied 

with ATM services varies depending on 

the technology adaptation under 

consideration. Overall findings indicate 

that customers are unhappy with the 

number of services provided by ATMs. 
Results suggest that private sector banks 

seem to offer better mobile banking and 

internet banking services as compared to 

public sector banks. Specifically, 

customers had issues with the website 

freezing while transacting with public 

sector banks. 

 

Mobile Banking: 

 
It was observed that overall, the customers 

seemed satisfied with mobile banking 

services however around 30% of them were 

dissatisfied with the overall services of 

mobile banking. 

 Internet Banking: 

 
It was observed that the customers are 

satisfied towards information provided on 

the website and the range of products and 

services offered. However, there is 

dissatisfaction amongst customers with 

respect to website freezing. 

 

Discussion: 
The goal of the study was to determine how 

digital banking affects consumer 

happiness. The findings demonstrated that 

digital banking significantly improves 

consumer happiness. This result is in line 

with earlier studies that have demonstrated 

how digital banking improves accessibility 

and convenience, two important elements 

that influence consumer happiness. 

The study found a number of variables that 

affect customer's satisfaction with online 

banking services. These elements include 

transaction speed, accessibility, security, 

and ease of use. Consumers who found 

digital banking services to be user-friendly, 

safe, quick, and accessible indicated higher 

levels of satisfaction. These results imply 

that in order to increase consumer 

happiness, financial institutions should 

concentrate on enhancing the calibre of 

digital banking services in these regions. 

Consumer's impression of a bank's website 

as making true promises regarding its 
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offerings and its online customer support 

personnel receive the lowest ratings. 

In order to offer consumers quick and 

effective services, public sector banks must 

partner more with technology and high-

quality infrastructural facilities. 

The numerous services that the other banks 

offer on a daily basis are a clear indication 

that customer needs continue to expand 

without bounds. The public sector banks 

must step up to the plate on this, not just to 

compete with private and international 

banks but also to keep their current 

clientele. 

Conclusion: 

In conclusion, our study has 

demonstrated that digital banking 

significantly affects client happiness. 

Customers that utilise digital banking 

services are often more satisfied than 

those who do not, according to our 

study of survey data. Customers 

particularly value the accessibility and 

convenience of digital banking, as well 

as the quickness and simplicity of 

transactions. 

Online banking is changing the banking 

industry and is having the major effects 

on banking relationships. Online 

banking is increasingly becoming a 

“need to have” than a “nice to have” 

service. The net banking, thus, now is 

more of a norm rather than an exception 

in many developed countries due to the 

fact that it is the cheapest way of 

providing banking services. As more 

banks succeed online and more 

customers use their sites, fully 

functional online banking likely will 

become as commonplace as automated 

teller machines. Online banking 

services have revolutionized the 

functioning of the entire banking sector. 

It has not only increased the ease of 

bank transactions, but also has reduced 

time and cost of these transactions. 

Banks have invested huge chunk to set-

up these facilities. 
It can be concluded that banks in India still 

have a long way to go to match global 

standards in terms of technological 

adoption. Specifically, public sector banks 

need to improve their technological 

adoption to create better customer 

satisfaction. 

References: 
1. S. Akilandeswari Assistant Professor, 

Department of BBA, N.M.S. Sermathai 

Vasan College for women, Madurai Dr. 

AL. Malliga Head, Department of MBA, 

Mother Teresa Women’s University, 

Kodaikanal.(2014). CUSTOMERS 

PERCEPTION TOWARDS ONLINE 

BANKING SERVICES.  

2. Dr. Rajsee Joshi, Ritika Goel, Shraddha 

Garg Faculty of Management, GLS 

University (2019). A study on customers’ 

perception on adoption of digital banking 

in Indian Banking Sector. 

3. Dr. (Smt.) Rajeshwari M. Shettar 

Associate Professor, Department of 

Commerce, Shri. Hurakadli Ajja Shikshan 

Samiti’s Smt. K. S. Jigalur Arts and Dr. 

(Smt.) S. M. Sheshgiri Commerce College 

for Women, Dharwad-8. Karnataka 

(2019). DIGITAL BANKING AN 

INDIAN PERSPECTIVE



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 320 

 

DEEP LEARNING BASED FIREWALL ANOMALIES 

PREVENTION AND DETECTION SYSTEM 

1Asfiya Shireen Sheikh Mukhtar, 2Dr. Vaibhav R. Bhedi, 3Dr. R. N. Jugele 
1Assistant Professor, SSES’A Science College, Nagpur. 

2Associate Professor Commerce JMT Art & JJP Science College, Nagpur. 
3Associate Professor, SSES’A Science College, Nagpur. 

1asfiyashireen768@gmail.com,2vaibhav_bhedi@rediffmail.com,3ravikant.jugele@sscnagpur.ac.in  

 

ABSTRACT: A firewall is a technology that connects a network to one or more external networks by acting as 

the network's interface. It is responsible for implementing the network's security policy by deciding which packets 

should be permitted to travel across the network based on criteria set by the network administrator. Any error in 

the formulation of the rules may result in the security of the system being compromised, as unwanted traffic may 

be allowed to pass through while appropriate traffic is prevented from passing through. An anomaly in policy 

may result from manual rule formation because it produces a collection of regulations that conflicts with itself, 

redundant with itself, or overshadowed with itself, which is a result of the manual defining of rules. Manual 

identification and resolution of these anomalies is necessary, but it is a time-consuming and error-prone task that 

must be done by hand. Previous research on abnormalities in firewall policy has mostly focused on the analysis 

and identification of these anomalies, with little attention paid to the causes of these anomalies. Previous works 

describe the potential relationships between rules, as well as the anomalies that may occur as a result of the 

relationships, and they provide methods for identifying the anomalies through the analysis of the rules in question. 

In this research, we present a method for identifying the anomalies through the analysis of the rules in question 

separately by Convolution Neural Network and Recurrent Neural Network. 

1. Introduction: 

A firewall is a collection of components, 

interposed between two networks, that filters 

traffic between them according to some 

security policy [1]. All information that is 

coming and going outside the networks need 

to pass through the firewall, which analyze 

each packet and block those that do not meet 

the certain security policies. Firewalls are 

much of the time used to prevent unapproved 

internet users to get access to private systems 

connected with the Internet [2]. A firewall’s 

complexity is known to increase with the size 

of its rule set. Empirical studies show that as 

the rule set grows larger, the number of 

configuration errors on a firewall increases 

sharply, while the  

  

Fig: A Layered Firewall Architecture 

performance of the firewall degrades [3]. 

Firewalls are frequently used to prevent 

unauthorized Internet users from accessing 

individual systems that are linked to the 

Internet. There are several firewall 

procedures, and each firewall may use at least 

two methods in show. One of the most serious 

issues that any business faces experiences 

while attempting to validate their private 

information is locating the appropriate 

apparatuses for the activity. Even with a 

common instrument, such as a firewall, many 

businesses may not have a clear idea of how to 

find the best firewall for their needs, how to 

construct those firewalls, or why such 

firewalls are necessary. The first step in 

locating the best firewalls to protect your 

organization's data is to understand what kind 

of firewalls are available [2]. 

1.) Packet-filtering firewall 

2.) Stateful inspection firewalls 

3.) Circuit-level gateways 

4.) Proxy or Application-level gateways 

firewalls 

5.) Next-generation firewalls 

The firewall is situated where the local and 
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public networks meet. To prevent the 

introduction of malicious traffic packets and to 

maintain normal operations, all incoming and 

outgoing data packets are examined in 

accordance with the security standards [3]. 

However, a poorly constructed firewall will 

result in significant security issues. Hence, we 

develop a deep learning-based firewall 

anomaly system using Convolution Neural 

Network (CNN) and Recurrent Neural 

Network (RNN) for network security threat 

detection and management [4]. The system 

will analyze network traffic patterns to 

identify unusual or suspicious activity and 

take appropriate action to block or mitigate the 

threat. The goal is to improve the efficiency of 

firewall security by using advanced machine 

learning techniques to detect and respond to 

anomalies in network traffic. 

2.Flaws in Existing Firewall: 

Firewalls are a common security measure used 

to protect networks from unauthorized access. 

They work by filtering incoming and outgoing 

network traffic based on a set of predefined 

rules. Firewall logs are generated as a result of 

the filtering process and can contain a large 

amount of data [5]. Analyzing this data can be 

a challenging task, particularly for large-scale 

networks, which makes it difficult to detect 

potential anomalies. 

Additionally, there may be a gap in research 

on how to effectively incorporate domain 

knowledge and expert input into the system, 

the interpretability and explain ability of the 

system's decisions, and its scalability to handle 

big data and real-time data [7].  

Another flaw in this area includes the lack of 

robust and efficient methods for training and 

evaluating the performance of current firewall 

anomalies detection system, a comprehensive 

dataset for training and testing, and the lack of 

research on how to effectively handle 

imbalanced datasets [8]. Imbalanced datasets 

refer to scenarios where the number of 

samples of one class significantly outnumbers 

the other class, which is common in network 

intrusion detection. 

3.Propose AI based Firewall: 

The Deep learning Firewall Anomaly 

detection is a system that utilizes deep 

learning techniques, specifically 

convolutional and recurrent neural networks, 

to detect and manage anomalies in firewall 

logs [9]. These system uses a combination of 

convolutional and recurrent neural networks 

to automate the process of firewall anomaly 

detection [10]. The convolutional neural 

network (CNN) is used to analyze the 

structure of firewall log data and identify 

patterns that may indicate an anomaly. The 

recurrent neural network (RNN) is then used 

to analyze the temporal behavior of the data 

and identify any abnormal patterns. 

By using deep learning techniques, this system 

can automatically learn from the data and 

adapt to new and unfamiliar anomalies. This 

makes the system more efficient and accurate 

than traditional rule-based approaches [11]. 

 The system includes a management 

environment that allows network 

administrators to monitor the system and 

review any detected anomalies. This includes 

a user-friendly interface that provides real-

time information on the network status and 

any potential threats [12]. Additionally, the 

system can generate alerts for network 

administrators when an anomaly is detected, 

allowing for a quick response to potential 

cyber threats. 

Overall, system provides a more efficient and 

accurate approach to firewall anomaly 

detection. By utilizing deep learning 

techniques, the system can adapt to new and 

unfamiliar anomalies, making it an ideal 

solution for large-scale networks where 
manual rule-based approaches may not be 

effective. 

The goal of Deep learning base firewall 

system is to provide a more efficient and 

accurate approach to firewall anomaly 
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detection, which is critical in securing 

networks from potential cyber-attacks. 

4. Methodology: 
We used the following Neural network and 

deep anomaly detection algorithms for 

anomalies detection and prevention in deep 

learning-based Firewall: 

 

A. Hybrid deep neural networks 

(DNNs) and one-class classifier:   

This method employs DNNs as feature 

extractors since many aberration detection 

methods encounter the “curse of 

dimensionality “issue, which is a barrier. 

Traditional outlier detection algorithms are 

used to find outliers by feeding the hidden 

representations of cars or restricted 

Boltzmann networks (RBMs) with 

compressed and extracted data. As shown in 

[21] Figure 1, for instance, auto-encoders 

reduced the number of features, and one-class 

classifiers like one-class support vector 

machines (OC-SVM), kernel density 

prediction (KDE), or RBMs applied to 

extract the number of features, and OCSVM 

detected anomalies then detected outliers 

[22]. 

 
Fig. Hybrid deep neural networks 

(DNNs) and one-class classifier 

 

B. WAF based on traditional machine 

learning:  

Deep neural networks are utilised for web 

application firewalls in a variety of ways, 

including recurrent neural network (RNN), 

SAE, DBN, and CNN. Character-level CNNs 

are utilised in for the detection of web assaults 

[23]. They employed supervised learning to 

find anomalies. That category raised training 

data based on attacks and normal data. 

Numerous studies have used SAE to 

implement WAF in, and to denoise SAE in for 

the detection of online attacks that are 

appropriate for feature extraction and 

dimensional reduction. We employed the 

DBN model in addition to the SAE in for 

feature extraction [24]. Then, for the 

identification of attacks, we used three one 

class classifiers termed OC-SVM, ensemble 

isolation forest, and covariance elliptic 

envelope. Then they contrasted various 

approaches against one another. Long Short-

Term Memory (LSTM) and Gated Recurrent 

Unit (GRU), which can be effective for 

sequential and time-dependent data like HTTP 

requests, are included in the deep-based RNN. 

Uniform resource locators (URLs) from 

HTTP GET requests are used as the input for 

this model [25]. 

C. Artificial Neural Network (ANN)  

A single perceptron (or neuron) can be 

imagined as a Logistic Regression. Artificial 

Neural Network, or ANN, is a group of 

multiple perceptron’s/ neurons at each layer. 

ANN consist of three-layer Input, Hidden and 

Output. The input layer accepts the inputs, the 

hidden layer processes the inputs, and the 

output layer produces the result. Essentially, 

each layer tries to learn certain weights. 

ANN can be used to solve problems related to: 

 Tabular data 

 Image data 

 Text data 

Advantages of Artificial Neural 

Network (ANN): 

Artificial Neural Network can learn any 

nonlinear function. Hence, these networks are 

popularly known as Universal Function 

Approximators. ANNs have the capacity to 

learn weights that map any input to the output. 

One of the main reasons behind universal 

approximation is the activation function. 

Activation functions introduce nonlinear 

properties to the network. This helps the 
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network learn any complex relationship 

between input and output. 

D. Recurrent Neural Network (RNN):  

          What is an RNN and why should you 

use it? Let us first try to understand the 

difference between an RNN and an ANN from 

the architecture perspective: A looping 

constraint on the hidden layer of ANN turns to 

RNN. 

 

Fig. Hidden layer of ANN turns to RNN 

As you can see here, RNN has a recurrent 

connection on the hidden state. This looping 

constraint ensures that sequential information 

is captured in the input data. Here all the 

parameter in terms of firewall policy 

generation will be set up for RNN system for 

optimized prediction models. 

 

   Fig: Recurrent neural network 

Architecture 

E. Convolution Neural Network (CNN): 

Convolutional neural networks (CNN) are all 

the rage in the deep learning community right 

now. These CNN models are being used 

across different applications and domains, and 

they are especially prevalent in image and 

video processing projects. The building blocks 

of CNNs are filters with kernels. Kernels are 

used to extract the relevant features from the 

input using the convolution operation. Here all 

the parameter in terms of firewall policy 

generation will be set up for CNN system for 

optimized prediction models.  

 
 Fig: Convolutional neural network 

Architecture 

 

6. Impact of AI based Firewall: 

This system can improve the efficiency and 

accuracy of anomaly detection in firewall 

logs, which is critical for securing networks 

from potential cyber-attacks. Traditional rule-

based approaches are often limited by the 

number of rules that can be defined and the 

complexity of the network, whereas deep 

learning-based approaches can learn from the 

data and adapt to new and unfamiliar 

anomalies. 

The system provides a user-friendly 

management environment that allows network 

administrators to monitor the system and 

review any detected anomalies in real-time. 

This can help to reduce response times and 

minimize the impact of potential cyber-attacks 

on the network. 

The Deep learning base firewall system 

contributes to the ongoing effort to develop 

more sophisticated and advanced security 

systems that can keep pace with the ever-

evolving landscape of cyber threats. The deep 

learning techniques used in this system 

represent a promising avenue for future 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 324 

 

research and development in the field of 

network security 
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ABSTRACT- In areas with a high population density, such major cities, air pollution is a serious issue. The quality 

of the air is being impacted by a variety of emissions brought on by human activity, such as driving, using 

electricity, and burning fuel. All businesses, from early-stage startups to major platform providers, have made 

machine learning and its components one of their main areas of concentration. Because pollutants can be harmful 

to human health, predicting air pollution is a hot topic. To test and train, it was divided into sets (MLP). Many 

metrics, including the average absolute error (MAE), Average Absolute Error (MSE), and R-squared (R2) score, 

were used to assess the performance of the models. Our findings demonstrate that, with an R2 score of 0.81 and an 

MAE of 11.45, the RF method beats the other models. The study shows the capability of machine attempting to 

learn systems for predicting pollution levels and their potential use in regulating air quality and public health 

laws. 

Keywords: Air quality Index, Decision tree, Support Vector Machine, Random Forest, Linear 

Regression 

 

1. INTRODUCTION 

According to Globally, air pollution 

is an important issue that has negative effects 

on both humans and the natural world. 

Predicting air quality is an essential activity 

that assists people, organisations, and 

governments in taking the appropriate 

actions to lessen the impact caused by air 

pollution. By examining previous data and 

seeing patterns and trends, machine learning 

algorithms can be used to forecast air quality. 

Collecting data on numerous air 

quality measures, like particulate matter, 

ozone, carbon monoxide, and nitrogen 

dioxide, is the initial stage in utilising 

machine learning algorithms to predict air 

quality. Governmental organisations, 

commercial enterprises, or academic 

institutions may provide this information. 

Preprocessing, which entails cleaning 

the data, dealing with null values, and scaling 

the data to guarantee that all features are on 

the same scale, is required after the data has 

been gathered. The data is then divided into 

training and testing sets, with the training set 

being used to train the machine learning 

model and the testing set being used to assess 

the performance of the model. For predicting 

air quality, a variety of machine learning 

methods can be utilised, including neural 

networks, support vector machines, decision 

trees, and random forests. Each algorithm has 

advantages and disadvantages, and the best 

one to use relies on the type of data being used 

and the precise specifications of the 

prediction task. 

After training and testing, the machine 

learning model may be used to predict air 

quality in real time. Individuals can use this 

information to plan their outdoor activities, 

businesses can use it to streamline operations, 

and governments can use it to implement the 

required controls to lessen the consequences 

of air pollution. 

In conclusion, machine learning 

algorithms have the potential to be an 

effective tool for predicting air quality and to 

assist people, organizations, and 

governments in taking the appropriate actions 

to enhance air quality and safeguard public 

health. 

Accurate air quality prediction is 

required. It can be measured using a variety 

of traditional processes, but the outcomes are 

inaccurate and the process requires numerous 

mathematical calculations. In predicting air 

quality, machine learning, a branch of 

artificial intelligence, plays a significant role. 

Many studies are being conducted on how to 

calculate the Air Quality Index using 

algorithms that use machine learning. Hence, 

measuring the Air Index Quality accurately is 
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a vital first step in the mitigation of air 

pollution. Accurately assessing the air quality 

index largely depends on machine learning 

algorithms. Neural Network produces the 

best outcomes when several algorithms are 

compared in this study based on various 

situations in various fields. 

 
 

2. LITERATURE REVIEW  
Lot of research had been done in this field. 

The research taken by various authors as 

follows:-  

[1] Tanisha Madan & Shrddha Sagar, Deepali 

Virmani (2020) The air's quality is measured 

by the air quality index. Carbon dioxide, 

nitrogen dioxide, and carbon monoxide are 

among the air pollutants that cause air 

pollution and are released when natural gas, 

coal, and wood are burned, as well as by 

industry, cars, and other sources. Serious 

illnesses including lung cancer, brain 

sickness, and even death can be brought on 

by air pollution. The air quality index is 

determined with the aid of machine learning 

techniques.  

[2] Mayank Pratap Singh & D.K Chaturvedi 

(2023) The issue of air pollution has grown 

significantly in importance. It causes 

hundreds of fatalities each year, constitutes a 

severe threat to human health and the 

environment, contributes to the greenhouse 

effect that causes global warming, and causes 

respiratory issues including asthma, lung 

cancer, and other things. In order to control 

air pollution, it is crucial to anticipate air 

quality. In this study, the neural technique is 

utilised to do so.  

[3] Enislay Ramentol & Stefanie Grimm 

(2023) We describe a study that applies 

different machine learning techniques to the 

city of Erfurt, Germany, to forecast NO2 

concentration using historical pollution data 

and meteorological variables. With the use of 

embedding variables, which let the model 

pick up on traffic's implicit behaviour and 

give the option to elaborate on nearby 

occurrences, we suggest modelling the time 

dependency. In addition, the model forecasts 

the NO2 concentration for the upcoming 

hours using seven meteorological features. 

The seasonality of the pollution levels is 

another factor used in the forecasting model.  

[4] Shareful Hassan & A.H Bhuiyan (2021) 

The theory takes into account that the 10 air 

pollutants present in the five districts of 

Bangladesh's major urban and industrial 

region, Dhaka Division, have an impact on 

the concentration of CH4. The pollutants are: 

Formaldehyde (HCHO), Black carbon (BC), 

Carbon monoxide (CO), Nitrogen dioxide 

(NO2), Special Matters (PM2.5), Nitrogen 

oxide (NOx), Aerosol optical thickness 

(AOT), Sulfur dioxide (SO2). 

Geographically Weighted Regression 

(GWR) Models and Machine Learning (ML) 

Technique are both applied in this work. 

Sentinel-5P sensor temporal CH4 values are 

categorised to estimate the annual CH4 levels 

from 2019 to 2021.  

[5] Amel Ksibi & Ala Saleh Alluhaidan 

(2022) In this study, we explore how to 

predict air quality using firstperson 

photographs. The main goal is to develop an 

effective novel stacking model called 

AirStackNet for air pollution prediction by 

utilising the strength of a generalised 

stacking approach and the significance of 

haze features collected from first-person 

photos. AirStackNet has two layers and four 

regression models. The first layer uses Light 

Gradient Boosting Machine (Light- GBM), 

Extreme Gradient Boosting Regression 

(XGBoost), and CatBoost Regression 

(CatBoost) to generate meta-data, and the 

second layer uses Extra Tree Regression to 
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compute the final prediction from the meta-

data of the first layer (ET).  

[6] Vidit Kumar & Sparsh Singh (2022) The 

government and scientists have shown a great 

interest in developing and putting into use 

technology and procedures that can not only 

help monitor the current air quality but also 

be able to foresee the outcome as a result of 

this rapid growth. Based on their overall 

functionality, advantages, disadvantages, and 

other factors, this paper examines a number 

of noteworthy modelling techniques. To 

enhance the overall effectiveness of any 

model, a number of data processing methods 

are also presented.  

[7] Yun-Chia Liang, Yona Maimury & 

Angela HsiangLing Chen (2020), The ability 

to anticipate occurrences of poor air quality 

has been extensively studied, but the majority 

of these studies are constrained by the lack of 

longitudinal data, making it challenging to 

take seasonal and other factors into 

consideration. On the basis of an 11- year 

dataset gathered by Taiwan's Environmental 

Protection Administration, several prediction 

models have been created (EPA). For 

predicting the level of the air quality index 

(AQI), machine learning techniques such 

adaptive boosting (AdaBoost), artificial 

neural networks (ANN), random forests, 

stacking ensembles, and support vector 

machines (SVM) show promise.  

[8] Thomas M. T. Lei,Shirley W. I. Siu, Joana 

Monjardino & Luisa Mendes (2022), Despite 

recent improvements in Macao's air pollution 

levels, the local population still faces serious 

health risks on days when the pollution level 

is high. Thus, it is crucial to predict the air 

quality in Macao with accuracy. The 

concentrations of PM10 and PM2.5 in Macao 

were forecasted using machine learning 

techniques such randomised forest (RF), 

gradient boosting (GB), svm classifiers 

(SVR), and multiple linear regression 

(MLR). The data on the weather and air 

quality from 2013 to 2018were used to build 

and train the forecast models, and the air 

quality data from 2019 to 2021 was utilized 

for validation.  

[9] Khalid Mehmood, Yansong Bao, 

Saifullah, Wei Cheng, Muhammad Ajmal 

Khan, Nadeem Siddique, Muhammad 

Mohsin Abrar, Ahmad Soban, Shah Fahad, 

Ravi Naidu (2023) The use of machine 

learning techniques to forecast air quality has 

gained the interest of the international 

scientific community. By filling in existing 

knowledge gaps in the research, bibliometric 

studies offer a practical way to visualise and 

interpret published works, enabling 

researchers to make new scientific 

discoveries. This research provides a 

bibliometric evaluation of all publications 

published on the application of machine 

learning networks to predict air quality 

identified in the Web of Science (WoS) 

search engine from 1992 to 2021 to gain a 

thorough understanding of the subject. The 

temporal distribution of publications, 

productivity by nations/continents, research 

institutes, and scientific indicators of journal 

productivity were identified using Scurve 

analysis and social network analysis. This 

study showed that the literature should be 

expanded as much as possible.  

[10] Fabiana Martins Clemete, Ales Popovic, 

Sara Silv & Leonardo Vanneschi (2020), 

Because contaminants and particles are 

volatile, dynamic, and highly variable in both 

time and place, forecasting pollution levels is 

a challenging endeavour. The observed 

significant impact of air pollution on people's 

health and the environment is making it 

increasingly important to model, anticipate, 

and monitor air quality, particularly in urban 

areas. In this study, we use support vector 

regression (SVR), a well-liked machine 

learning technique, to forecast pollutant and 

particle levels and to estimate the air quality 

index (AQI). Radial basis function (RBF) 

was the kind of kernel among the investigated 

choices that gave SVR the most precise 

predictions. Utilizing all of the relevant 

variables revealed a more effective method. 

3.Methodology  

Predicting air quality using machine learning 

algorithms involves a multi-step process that 

includes data collection, data preprocessing, 

feature selection, model selection, and 
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evaluation. Here is a high-level methodology 

that can be used to build an air quality 

prediction model using machine learning:  

1. Data Collection: Collect air quality data 

from different sources, such as air quality 

monitoring stations, meteorological data, and 

satellite images.  

2. Data Preprocessing: Clean and preprocess 

the data by removing missing values, 

outliers, and errors. Normalize the data to 

ensure that all features are on the same scale.  

3. Feature Selection: Identify relevant 

features that have a strong correlation with air 

quality. This could include meteorological 

data such as temperature, humidity, wind 

speed, and direction, as well as other factors 

like traffic volume and industrial activity. 

4. Model Selection: Select a machine 

learning algorithm that is appropriate for the 

problem. Some algorithms that are 

commonly used for air quality prediction 

include Random Forest, Support Vector 

Machines, and Neural Networks.  

5. Training the Model: Split the data into 

training and testing sets, and train the 

machine learning model using the training 

data.  

6. Evaluation: Evaluate the performance of 

the model using the testing data. Metrics such 

as mean squared error, root mean squared 

error, and coefficient of determination (R^2) 

can be used to measure the accuracy of the 

model.  

7. Model Optimization: Fine-tune the model 

by adjusting hyperparameters and 

experimenting with different algorithms and 

feature sets to improve the model's 

performance.  

8. Deployment: Once the model has been 

optimized and its accuracy is satisfactory, it 

can be deployed for use in real-world 

applications, such as forecasting air quality 

for a given location or generating alerts when 

air quality levels reach dangerous levels.  

9. Monitoring: Regularly monitor the model's 

performance to ensure that it continues to 

provide accurate predictions. If necessary, 

retrain the model with new data to ensure that 

it stays up-todate with changing conditions 

4. Block diagram 

 

5. Requirements  

Hardware Requirement  

1) MQ135 Gas sensor 

 
 

Fig:- MQ135 Gas sensor 

 

The MQ-135 Gas sensor can detect gases like 

Ammonia (NH3), sulphur (S), Benzene 

(C6H6), CO2, and other harmful gases and 

smoke. Similar to other MQ series gas sensor, 

this sensor also has a digital and analogue 

output pin. When the level of these gases 

goes beyond a threshold limit in the air the 

digital pin goes high. This threshold value 

can be set by using the on-board 

potentiometer. The analogue output pin, 

outputs an analogue voltage which can be 

used to approximate the level of these gases 

in the atmosphere. 

 

2) Arduino Uno 

Arduino Uno The Arduino Uno is a 

microcontroller board based on the 

ATmega328 (datasheetIt features 14 pins 

for digital input and output (of which 6 can 

be used as PWM outputs), 6 analogue 
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inputs, a 16 ICSP, a power jack, a USB port, 

and an MHz ceramic resonator header, and 

a reset button It comes with everything 

needed to support the microcontroller; to get 

started, just plug in a USB cable, an AC-to-

DC adapter, or a battery. The FTDI USB-to-

serial driver chip is not used by the Uno, 

which is how it differentiates from all earlier 

boards. In its place, a USB to serial 

converter built using the Atmega16U2 (or 

Atmega8U2 up to version R2) is featured.. 

 
Fig: Arduino Uno 

 

1) Wi-Fi module ESP8266 The ESP8266 

WiFi Module is a selfcontained SOC 

with integrated TCP/IP protocol stack 

that can give any microcontroller access 

to your WiFi network. The ESP8266 is 

capable of either hosting an application 

or offloading all WiFi networking 

functions from another application 

processor. 

 
Fig:  Wi-Fi module ESP8266 

2) Breadboard A breadboard (sometimes 

called a plugblock) is used for building 

temporary circuits. It is useful to 

designers because it allows components 

to be removed and replaced easily. It is 

useful to the person who wants to build 

a circuit to demonstrate its action, then 

to reuse the components in another 

circuit.  

 
Fig :- Breadboard 

 

3) Buzzer A buzzer or beeper is a 

mechanical, electromechanical, or 

piezoelectric audio signaling device 

(piezo for short). Alarm clocks, timers, 

and confirmation of human input such 

as a mouse click or keyboard are all 

common applications for buzzers and 

beepers.  

 
Figure:- Buzzer 

 

4) MQ 6 LPG gas sensor Working - The 

MQ-6 can detect gas concentrations 

anywhere from 200 to 10000ppm. This 

sensor has a high sensitivity and fast 

response time. The sensor's output is an 

analog resistance. The drive circuit is 

very simple; all you need to do is power 

the heater coil with 5V, add a load 

resistance, and connect the output to an 

ADC 

 
Fig: - MQ 6 LPG gas sensor 

 

5) Temperature sensor LM35 The LM35 

series are precision integrated-circuit 

temperature sensors, whose output 

voltage is linearly proportional to the 

Celsius (Centigrade) temperature. The 

LM35 device has an operating 

temperature range of 55°C to 150°C, 
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whereas the LM35C device has an 

operating temperature range of 40°C to 

110°C (10° with enhanced precision).  

 
Fig: - Temperature sensor LM35 

 

6) DHT11–Temperature and Humidity 

Sensor The DHT11 is a widely used 

temperature and humidity sensor that 

includes an exclusive NTC for 

temperature measurement and an 8-bit 

microprocessor for serial data 

transmission..  

 
Fig: - DHT11–Temperature and 

Humidity Sensor 
Software Requirement  

1) Arduino Integrated Development 

Environment The Arduino Integrated 

Development Environment - or Arduino 

Software (IDE) - includes a code-writing text 

editor, a message area, a text console, a 

toolbar with buttons for typical tasks, and a 

number of menus. It connects to the Arduino 

hardware to upload programs and 

communicate with them.  

6.  Conclusion 

Using machine learning algorithms to 

anticipate air quality is a cutting-edge tactic 

that has the potential to greatly enhance both 

human health and the environment. 

Forecasting the quality of the air in real time 

can help individuals, groups, and 

governments take the necessary steps to 

decrease the effects of air pollution. 

Regrettably, there are still a few problems 

that need to be rectified in this region. One 

of the main challenges is the quantity and 

quality of data. 

To make accurate predictions, machine 

learning models require a large amount of 

high-quality data that may not always be 

available. 

Another challenge is the application of 

machine learning models.As it can be 

difficult to explain how a machine learning 

algorithm arrived at a certain prediction, the 

trust and acceptance of the algorithm may 

be limited in many circumstances. 
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Abstract: This paper describes how data mining is used in cloud computing. Data mining is a process of extracting 

potentially useful information from raw data and cloud computing is a general term for anything that involves 

delivering hosted services over the internet. Data mining techniques and applications are very much needed in the cloud 

computing paradigm. In data mining with cloud computing we retrieve meaningful information from virtually 

integrated data warehouse. 

Keyword:  Cloud Computing, Data Mining, Cloud Deploying model, Cloud Services. 

Introduction: 

In recent year internet has become important 

factor in our day to day life. On the daily basis 

very large amount of data stored on internet. 

These data stored in cloud infrastructure and 

from these large amounts of data extract sorted 

data which is very useful is the process of data 

mining. Cloud computing allows the 

integration of data mining techniques and 

methods, which deals with the massive amounts 

of data. Cloud data mining extracts “structured” 

information from different Web-based data 

sources. Web data may be semi-structured data 

or unstructured data.  

Data mining is the process of sorting data from 

large amount of data sets with the help of 

identifies patterns and relationships between 

related data. Data mining, also known as 

knowledge discovery in data (KDD), is the 

process of uncovering patterns and other 

valuable information from large data sets.Data 

mining techniques and tools enable enterprises 

to predict future trends and make more-

informed business decisions. Data mining is 

used to explore increasingly large databases and 

to improve market segmentation.  

Cloud computing is the delivery of different 

services through the Internet. These resources 

include tools and applications like data storage, 

servers, databases, networking and software. 

Cloud computing is named as such because the 

information being accessed is found remotely 

in the cloud or a virtual space. Cloud 

computing addresses these issues by offering 

computing resources as scalable, on-demand 

services. Cloud computing is the on-demand 

availability of computing resources as services 

over the internet. It eliminates the need for 

enterprises to procure, configure, or manage 

resources themselves, and they only pay for 

what they use. 

Data mining techniques and applications are 

very much needed in the cloud computing 

paradigm. The implementation of data mining 

techniques through Cloud computing will allow 

the users to retrieve meaningful information 

from virtually integrated data warehouse that 

reduces the costs of infrastructure and storage. 

Cloud computing allows the integration of data 

mining techniques and methods, which deals 

with the massive amounts of data. Cloud data 

mining extracts “structured” information from 

different Web-based data sources. Web data 

may be semi-structured data or unstructured 

data. 

Cloud Deployment Models: 

Cloud deployment model works as your virtual 

computing environment with a choice of 

deployment model depending on how much 

data you want to store and who has access to the 

Infrastructure. 
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1. Public Cloud: A public cloud is an IT model 

where public cloud service providers make 

computing services. Public cloud is accessible 

to the public. In public cloud, “Cloud provider 

data centre” are available which provide the 

services like application services, platform 

services, scalable services, computing services, 

and storage service to public. 

2. Private Cloud: A Private Cloud is a model 

of cloud computing where the infrastructure is 

dedicated to a single user organization. The 

accessibility of infrastructure is provide to 

specific company. Companies that look for cost 

efficiency and greater control over data & 

resources will find the private cloud a more 

suitable choice.  

3. Community Cloud: When we talk about 

shared cloud services then we consider 

community cloud services. Community cloud 

allows access to only a specific set of users who 

share common objectives and use cases. This 

type of deployment model of cloud computing 

is managed and hosted internally or by a third-

party vendor. 

4. Hybrid Cloud: Hybrid cloud is the 

combination of two or more cloud services 

from cloud deployment models. Hybrid cloud 

combines and unifies public cloud, private 

cloud and on-premises infrastructure to create a 

single, flexible, cost-optimal IT infrastructure. 

Cloud services: 

Cloud services are infrastructure, platforms, or 

software that are hosted by third-party 

providers and made available to users through 

the internet. 

 1. Software as a Service (SaaS) - Delivers a 

single application through the web browser to 

thousands of customers using a multitenant 

architecture. On the customer side, it means no 

upfront investment in servers or software 

licensing; on the provider side, with just one 

application to maintain, cost is low compared to 

conventional hosting. Under SaaS, the software 

publisher (seller) runs and maintains all 

necessary hardware and software. The customer 

of SaaS accesses the applications through 

Internet.  Google docs is also a very nice 

example of SaaS where the users can create, 

edit, delete and share their documents, 

spreadsheets or presentations whereas Google 

have the responsibility to maintain the software 

and hardware. • E.g. - Google Apps, Zoho 

Office 

2. Platform as a Service (PaaS)-Delivers 

development environment as a service. One can 

build his/her own applications that run on the 

provider’s infrastructure that support 

transactions, uniform authentication, robust 

scalability and availability. The applications 

built using PaaS are offered as SaaS and 

consumed directly from the end users’ web 

browsers. This gives the ability to integrate or 

consume third-party webservices from other 

service platforms. E.g. - Google App Engine 

3. Infrastructure as a Service (IaaS) -  

Consumers control and manage the systems in 

terms of the operating systems, applications, 

storage, and network connectivity, but do not 

themselves control the cloud infrastructure. 

IaaS service provides the users of the cloud 

greater flexibility to lower level than other 

services. It gives even CPU clocks with OS 

level control to the developers. E.g. - Amazon 

EC2 and S3. 

Conclusion:  

The data mining in cloud computing allows 

organizations to centralize the management of 

software and data storage. Cloud computing 

denotes new trend in Internet services and with 

the help of data mining we cover broad area of 

cloud services. Data mining integrated in cloud 

computing is very important characteristic in 

business to make effective decisions to predict 

the future trends and behaviour. Computing is 

the serving side, and Data Mining is the side 

being served. It's not that Data Mining can't be 

done without Cloud Computing or Cloud 

Computing only application is Data Mining.  
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Abstract: The high-speed evolution in the machinery world has changed the business world along with 

customer segmentation. The increase in competition among businesses has caused a lot of tension among them 

to attract customers. For the betterment of customer segmentation and the business, Machine learning, one 

of the types of artificial intelligence has become a powerful tool. In this paper, we will examine how customer 

segmentation relates to Machine learning. In this paper, the k-means algorithm is used and it can be visualized 

to the targeted customers. The study will be able to understand the mentalities of the customer from the 

customer’s point of view which will be used in the business world. 

Keywords: Customer Segmentation, Machine Learning, clustering, k-means algorithm, 

Unsupervised Learning. 

I INTRODUCTION 

Customers in the business world 

have the individual character which differs 

from one another and different customers 

have different demands. For a company, its 

customers are of prior importance. So 

companies must divide the customer’s 

needs and demands and identify the 

differences between the customer segments 

to easier meet the customer needs and take 

care of the customer. The company can be 

more successful if it looks after the 

anticipation of the customer’s needs. 

Customer Segmentation is the 

process of the division of customers. This 

division occurs in the group where the 

customers are divided into groups that are 

occupied to have the same interest and the 

same demand. . In the 21st century, 

unlimited data is available and it gets 

difficult to sort out this large amount of 

data.  

Consider a customer who is buying 

some clothes from Amazon, the customer 

undergoes a variety of steps. The customer 

needs to log in first, then he or she needs to 

select the product, and provide the details 

about the location where it needs to be 

delivered, payment options, etc. This 

particular data is in a large amount if we 

consider varieties of customers and it 

differs from customer to customer. 

The main goal of customer 

segmentation is to analyse and organize 

how to relate with customers in each 

segment to increase the importance of the 

customers in the business and maximize the 

value of the customer. This can be 

identified by using the data mining 

approach, by using a partitioning algorithm 

generally called a K-means clustering 

algorithm based on machine learning. 

Consumers can be divided into groups 

about the common behaviours they share. 

[1] This is done on the biased of Analytics. 

Machine Learning plays a very important 

role in this process.  

II TYPES OF CUSTOMER 

SEGMENTATION MODELS 

Customer Segmentation models 

can be primary or advanced. Based on this 

customer segmentation models are of the 

following types. 

1. Demographic Segmentation 

2. Psychographic Segmentation  

3. Behavioural Segmentation 

4. Geographic segmentation 

1. Demographic Segmentation: 

Demographic Segmentation 

separates the market into smaller divisions 

based on a certain benchmark such as age, 

gender, income, etc. Instead of following 

the process of reaching the whole retail, a 

business market consider this strategy and 

uses this segmentation to explore resources 

in a particular section of that market. 

Demographic Segmentation is one of the 

most used forms because it uses a simple 

method to obtain information through 

census data, analytics software, consumer 

insights, and other sources. Different 
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models have been employed to analyze 

customer behavior. [2] Many firms 

consider it to be the most cost-effective 

method of segmenting a target market. 

Factors that can be used for demographic 

segmentation can be gender, age, salary, 

spending of the salary, etc. [3] 

2. Psychographic Segmentation:  

Psychographic segmentation is a method in 

which consumers are divided into certain 

groups that are established on 

psychological characteristics based on their 

manner of living and preferences. It is 

based on criteria for how the customer 

wants to live their lives and want the 

changes they want. The needs and the 

assumption of the customer change over a 

certain period and thus the demographic 

factors change. Social status, Lifestyle of 

the customer and many more can be the 

factors that can be used for psychographic 

segmentation. [3] An organization can be 

improved if it can understand the 

psychology of the customer.  

3. Behavioural Segmentation:  

Behavioural Segmentation is a method 

which is based on the nature and the 

behaviour of the customer. This behaviour 

can be stated by observing the customer’s 

point of view while they communicate with 

the business or the company. It is not only 

observing what the needs of the customer 

are but also how to react to them. Spending 

Habits or interaction with the brands can be 

the factors by which behaviour 

segmentation can be calculated. [3] 

4. Geographic segmentation: 

As the name itself says geographic, means 

the amount of area the company is targeting 

to fulfil the customer’s demand. 

Geographic segmentation is segmentation 

where it does not consider the whole area, 

it focuses on a particular area and observes 

the needs and interests of the customer of 

that area. If the company is quite relatively 

big then the targeted audience of that 

company will be large. The factors that can 

be considered in this type can be climate, 

the time zone of the particular area, the 

language of the people etc. [3] 

III USE OF CUSTOMER 

SEGMENTATION 

Customer Segmentation and the Targeted 

Marketing are much related to each other 

because they both are interlinked with each 

other. According to the survey, Targeted 

Marketing refers to the market where the 

marketers set their goal of achieving the 

needs of the customer demand according to 

the behavior of the customer. The basic 

strategy is to divide the customers on their 

basics of their interests and achieve the 

specific perspective. Hence, a segmentation 

model which is useful will be able to 

effectively increase the profitability and 

competitive value for a company. The next 

section tell us about what are the steps 

required for the customer segmentation.  

IV METHODOLOGY 

For the process of customer segmentation, 

various steps are required and a collection 

of methods are used to obtain it. For 

effective segmentation, this method is used 

and followed. A k-means algorithm is used 

which is an approach to Machine Learning.  

The following steps are followed for the 

process: 

1. Collection of data: 

This is a stage of putting data together. This 

process makes it easier for data collection 

as it increases the efficiency of the 

clustering algorithms. [7] Each data point 

varies from grade 2 to +2.  

2. Methods of customer classification: 

The following are some of the most 

commonly used methods, but this is not an 

incomplete list.  The process includes the 

type of method used after the collection of 

data. As we have discussed the type of 

segmentation, in this method, we have to 

choose one option related to it and move 

forward to the next step. If you do not have 

the expertise, well, just skip the code and 

you have to get a good handle on each of 

the 4 sub-sections included in this article. 

[8] 

3. Group analysis: 

 Group analysis is the analysis of customer 

needs based on their behaviour and their 

needs in daily life. This is done by using 
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various methods according to the 

requirement. Group Analysis is the process 

of dividing the customer on the basis of the 

same interest between them. [9] This 

method is considered to be the most 

important method as here all the 

requirements and the group is understood. 

4. K-Means encounter: 

The K-means clustering algorithm is an 

algorithm often used to draw insights into 

formats and differences within a database. 

This algorithm is used for the analysis. This 

is the technique of machine learning. 

Learning can be supervised or 

unsupervised. In creating the segments, we 

use the process of unsupervised learning. 

K-means clustering has been successfully 

applied in many fields. [4]. in the further 

section, we will see about the algorithms 

that will be used in the encounter. 

V ALGORITHM USED IN 

CUSTOMER SEGMENTATION 

 Clustering: 

Clustering or cluster analysis is a machine 

learning technique, which combines the 

unlabelled dataset. It is done by searching 

similar patterns and is divided into groups. 

[6]Clustering analysis is a form of machine 

learning which is called unsupervised 

learning, hence no supervisor is required in 

the learning. It is an important technique in 

the data mining. Data mining is the 

technique where the data is extracted from 

the different media and that data is further 

analysed. The data analysed is checked 

whether the data extracted is useful or not. 

The further data is passed out and used. 

K-Means Clustering: 

K-Means Clustering Algorithm is the most 

popular form of algorithm which splits the 

datasets into clusters in such a way that 

similar datasets belong to one group. [5] K 

in the k-means clustering defines the 

number of pre-defined clusters that are 

required to be formed in the process, as if 

K=2, there will be two clusters, and for 

K=3, there will be three clusters, and so on. 

This algorithm is used in various purpose 

with the help of the clusters. 

 

The algorithm performs 2 actions: 

 

1. Identifies the finest value for K centroids 

through iterative actions. 

 2. Allocate each data point to its closest k-

centre. Those data points that are closest to 

the k-centre form the cluster. 

 

The figure tells the working of the K-means 

Clustering Algorithm: 

 

Steps of the K-means Clustering 

Algorithm: 

Step-1: Select the number K to decide the 

number of clusters. 

Step-2: Select random K points or 

centroids. 

Step-3: Assign each data point to its closest 

centroid, which will form the predefined K 

clusters. 

Step-4: Calculate the variance and place a 

new centroid of each cluster. 

Step-5: Repeat the third step, which means 

reassigning each data point to the new 

closest centroid of each cluster. 

Step-6: If any reassignment occurs, then go 

to step-4 else go to FINISH. 

Step-7: The model is ready. 

Elbow Method: 

Elbow Method is the most widely used 

method to find the finest number of 

clusters. The approach of the WCSS is used 

in the elbow method. [5] WCSS stands for 

within cluster set of squares which is 

considered as the function of the number of 

clusters. The formula to calculate the value 

of WCSS (for 3 clusters) is given below: 

 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 338 

 

WCSS= ∑Pi in Cluster1 distance (Pi C1)2 

+∑Pi in         Cluster2distance (Pi C2)2+∑Pi 

in CLuster3 distance (Pi C3)2 

In the above formula of WCSS, 

  ∑Pi in Cluster1 distance (Pi C1)2: It 

is the sum of the square of the distances 

between each data point and its centroid 

within a cluster1 and the same for the other 

two terms. To measure the distance 

between data points at he and centroid, we 

can use any method such as Euclidean 

distance or Manhattan distance. 

The elbow method is based on the 

observation that increasing the number of 

clusters can help to reduce the sum of 

within-cluster variance of each cluster. [3] 

This is because having more clusters allows 

one to capture finer groups of data objects 

that are more similar to each other. 

 VI RESULT 

We have collected a dataset of a restaurant, 

which contains the data of the customers 

who visited there and spend the money. The 

data contain information about the 

customer such as the age of the customer, 

gender, annual income and spending of the 

customer in the restaurant. From this, we 

need to find out certain patterns under 

unsupervised learning, so we don’t have an 

actual idea about what we have to calculate. 

The steps to be used for the 

execution are as follows: 

1 Pre-processing of the data 

2 Identifying the maximum number of 

clusters by elbow method. 

3 Instructing the k algorithm on the dataset 

4 Envisage clusters. 

 After following the steps, the 

pattern found is as follows: 

 

The result of the figure is showing that the 

algorithm resulted in 5 clusters. They are 

produced between two components, 

Annual income and the spending income of 

the customer. The color has been changed 

according to the preference. 

The patterns are observed in the form of the 

result. 

1. The average annual income and the 

spending income of the customer are 

represented by Cluster 1. 

2. The customer has a high income but low 

spending is represented by Cluster 2 that 

are denoted by careful. 

3. The customer that has low income and 

low spending is represented by Cluster 3 

that are sensible. 

4. Customer having low income but having 

high spending are considered careless and 

is represented by Cluster 4. 

5. Customers having high income with high 

spending are represented by Cluster 5 and 

are considered targets. 

As a result, Customers of cluster 5 

can be more profitable to the company. 

VII CONCLUSION 

This paper aims to analyze and study the 

customer segmentation technique and its 

importance from the business point of view. 

Different algorithms can be used for it but 

the main focus is given to the k-means 

algorithm only.  

From the analysis of customer 

segmentation, it has been identified that the 

k-means algorithm is most frequently used 

by companies. The research states that the 

solution to the problem of dealing with the 

increasing competition between business 

companies is to segment the customer 

based on information gathered through 

them.  

By implementing this method, the 

business company can understand the needs 

of the customer and can provide services to 

the customer according to their preferences. 

Customer segmentation can have a positive 

impact on a business if done properly. 

 

REFERENCES 
[1] V. Vijilesh, A. Harini, M. Hari Dharshini, R. 

Priyadharshini, “Customer Segmentation using 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 339 

 

Machine Learning,” International Research 

Journal of Engineering and Technology, 

Volume. 8, pp. 821–825, May 2021. 

 

[2] J. Peppard, “Customer Relationship 

Management (CRM) in financial services”, 

European Management Journal, Volume. 18, 

no. 3, pp. 312-327, 2000 

 

[3] Varad R Thalkar, “Customer Segmentation 

Using Machine Learning”, International Journal 

of Scientific Research in Computer Science, 

Engineering and Information Technology, 

Volume. 7, 10 Dec 2021 

 

[4] Hong-hao Zhao, Xi-Chun luo, Rui ma,  Xi 

lu1, “An  Extended Regularized K-Means 

Clustering Approach for High-Dimensional 

Customer Segmentation With Correlated 

Variables”, IEEE Access, Volume 9, 2021 

 

[5] Shreya Tripathi, Aditya Bhardwaj, 

Poovammal, “Approaches to Clustering in 

Customer Segmentation”, International Journal 

of Engineering & Technology, Volume 7, pp. 

802 -807, 2018.  

 

[6] A. Ansari and A. Riasi, “Customer 

clustering using a combination of fuzzy c-

means and genetic algorithms”, International 

Journal of Business and Management, Volume. 

11, pp. 59-66, 2016 

 

[7] A.K. Jain, M.N. Murty, and P.J. Flynn, 

“Data Integration: A Review”, ACM Computer 

Research. Volume. 31, No. 3. 1999. 

 

[8] Jayant Tikmani, Sudhanshu Tiwari, Sujata 

Khedkar "Telecom Customer Classification 

Based on Group Analysis of K-methods", 

JIRCCE, 2015. 

 

[9] Hand, David J, “Principles of Data Mining”, 

International     Research Journal of Engineering 

and Technology (IRJET), Publisher, 2007. 

 

[10] Chinedu Pascal Ezenkwu, Simeon 

Ozuomba, Constance kal, “Application of K-

Means Algorithm for Efficient Customer 

Segmentation,” International Journal of 

Advanced Research in Artificial Intelligence, 

Volume 4, 2015 

 

 
 

 

 
 

 

 

  

 

 

 

 

 

 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 340 

 

CUSTOM APPLICATION DEVELOPMENT IN CLOUD 

ENVIRONMENT: USING SALESFORCE 
1Dhruv Bawane 2Yash Katarpawar 3Prof. Sandhya Dahake 

1 2M.C.A Student, G.H.R.I.E.T, Nagpur. Dhruv.bawane61@gmail.com 
3HOD of M.C.A Dept, G.H.R.I.E.T, Nagpur, yash.katarpawar17@gmail.com 

 

Abstract: Recently, the importance of media access Dependent devices, programming assets and minimums 

Support costs and security concerns have fueled enormous energy To move foundation supervisors and 

institutions For distributed computing stands for cloud computing. The cloud Services are driving the world at a 

better pace. Paper offers two cloud services which are Salesforce.com and Also the functionality of Force.com and 

these services Ticket booking desktop application for metro rail has been launched Users using Salesforce.com 

and Force.com.Salesforce.com is a  suite of CRM (Customer Relationship Management) tools Designed to help 

businesses large and small Dramatically improving their customer service, retention rates, Shopping analytics and 

more. Salesforce offers Both SaaS and PaaS cloud services.Force.com is a platform provided by Salesforce, used 

for application development. 

Keywords: Cloud Computing, Salesforce.com, Force.com, Apex, Visualforce. 

 

I. Introduction 
 A diagramming framework was established 

a long time ago, Programming and 

information are stored away and presented in 

or near a particular PC machine. However, 

individuals and organizations work in this 

area alone Stay away and stay up to date with 

applications and information Investment 

Framework in Electronic Space Tendency to 

physically put a customer or someone in their 

place Ambient organization. Have an 

electronic location referred to as cloud space 

or cloud storage and operating Data in the 

cloud space is called cloud computing. 

• Cloud Computing  

Take advantage of existing services, to 

design a computerized system Cloud 

computing is key to building software 

technological progress. There is such a 

concept dynamic provision. Properties can be 

accessed through web and offered 

compensation for each use Support from 

cloud figuring vendors. Cloud computing. 

Different authors have defined it in different 

ways. Important the concern is to define the 

core meaning of cloud computing a form of 

ubiquitous computing that shares computing 

resources, resulting in minimal usage of the 

local server Personal device for storage and 

computing. In simple terms, Cloud is 

unlimited online storage for rent Pay-as-you-

go infrastructure, run-time environment and 

services. Therefore, solves the problems of 

people according to their needs. Technology 

executives see Cloud as a means to scale your 

infrastructure as needed by Issues such as 

space management for business sizes and 

devices and anywhere, anytime access, along 

with data security Additional features for end 

users 

Cloud Computing is commonly [2] 

characterized as: 

 1. Massive Scale 2. Homogeneity. 3. 

Virtualization. 4. Geographic distribution. 5. 

Advance Security. 6. Low cost software. 7. 

Service orientation. 

 The fundamental [5] characteristics of cloud 

are: 

 1. On-demand Service. 2. Broad Network 

Access. 3. Resource Pooling. 4. Rapid 

Elasticity. 5. Measured Services. 6. 

Scalability and Flexibility. 

Cloud Service Models 

Cloud computing connects all the resources 

and manages them as needed. Resources 

that’s why they are made available 

differently according to the users. A rapidly 

growing world described in terms of 

computing the three types of users are end 

users, businessmen and Cloud offers its 

services as a developer Pay attention to the 

types of its users. Based on this conceptually, 
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there are three types of service models in the 

cloud 1. Software as a Service (SaaS) 2. 

Platform as a Service (PaaS) 3. Infrastructure 

as a Service (IaaS) 

 
 

1. Software as a Service (SaaS): Software as 

a Service (or SaaS) is a way of delivering 

applications over the Internet. As a service. A 

mechanism that enables someone to exploit 

or greater efficiency, under compliance with 

Restrictions imposed by the provider and 

through the interface Defined as a service. 

Services are provided here Application layer, 

which is supported by the infrastructure that 

user is not aware of it and has limited 

freedom Configure settings. SaaS solutions 

are mostly used by end users who want to get 

Benefit from the flexible scalability behavior 

of the cloud. End Users use the cloud's 

prebuilt functionality to do so No need to go 

through any installation, configuration 

process and made. It is fair if satisfied 

existing SaaS services (such as email, CRM, 

etc.) and have a minimal level of 

customization Essential Salesforce.com is the 

world's No. 1 CRM as a SaaS. 

2. Platform as a Service (PaaS): A platform 

is a primary computer framework, which 

includes hardware devices, operating 

systems, and sometimes user interfaces and 

application development tools. Together 

Environment provided for application 

development and Implementation, resources 

that support the lifecycle Application 

building is also provided by PaaS. The user 

Develop and implement interface 

applications possible Application tools 

provide a programming environment. Come 

on The solution is suitable when a new 

system is to be built an example of such a 

platform is the evolving Force.com. 

Applications/Software Services Provided by 

Salesforce.com built on this platform. 

3. Infrastructure as a Service (IaaS): The 

customer has The required application has 

been created and there is only one required 

requirement Framework In this case, the 

processor, system and capabilities Can be 

given by the seller as an administration with 

the buyer So the system uses IaaS services for 

scalability For websites or back ground 

processing. Amazon web Services (AWS) is 

an example of IaaS. The following sections 

cover Salesforce CRM in section 2, which 

Section 3 follows the proposed work 

followed by the conclusion and the work 

done needs to be improved in future. 

II SALESFORCE CRM 

Salesforce is remarkably distributed 

computing Organization; Salesforce is the 

primary focus Software as a Service (SaaS). 

First salesforce started with Customer 

Relationship Management (CRM) but now 

also providing a platform to Salesforce Build 

Fully Native Cloud Based Applications with 

Support from Application Cloud 

(Force.Com). According to CRM is a method 

which enables one to focus on the 

relationships between people and their 

organization. Those people can be co-

workers, suppliers, service users or end 

customer. In general terms, CRM is called A 

CRM system, a tool that helps with sales 

management, Contact management, 

workflow processes and more. 

2.1 Salesforce.com 

Salesforce.com is an American cloud service 

provider company, with a vision to transform 

the customer Relationship Management. 

Works with all Salesforce products 

completely on the cloud so no expensive 

setup costs, no either the maintenance or your 

representative can do the work Device - cell 

phone, if it has internet connectivity; Laptop 

or Workstation. It's a SaaS product, so built 

out of the box (OOB) functionality includes 

Sales, Marketing and Service etc. Builds 

CRM to automate. Package includes pre-built 

models Sales, Marketing and Service Cloud. 

It just makes you use their functionality like 
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loading leads, running Reports etc. By 

targeting customers and getting CRM 

Purpose, Salesforce Leading and Supporting 

Social CRM Providing a hassle free 

environment for building applications. Like 

Salesforce.com, another technology that 

moves The Force.com platform is herku.com. 

2.2 Force.com 

The world's first high-performance platform, 

Force.com, is on Person to make and pass any 

kind of trade Applications in the cloud, 

completely on demand. Ha a PaaS product 

designed for development and deployment in 

the cloud a custom application based on 

social enterprise. Salesforce.com operates on 

this platform, all features of Force.com is 

available in Salesforce.com as well as 

Force.com Does not provide direct access. 

They must be prepared Customize 

applications, tabs, workflows and more 

Efficiency as needed. Force.com offers 

99.99% availability and is flexible 

Applications can be easily run on any mobile 

device and Social is the fastest way to build 

and deploy Enterprise applications. It also 

includes security checks to manipulate the 

application and allow the user to delete, edit, 

View or create specific applications. Uses 

Force.com Development of HTML, CSS, 

JavaScript or Visualforce language to 

develop an entirely new user interface 

Application of your choice. We used Visual 

force for this Develop applications and Apex, 

which enables developers to access the 

Salesforce.com back-end database and act as 

a Binding actions for a Visualforce page. 

Visualforce and Apex                                                        

Visualforce is a framework that enables 

developers to assemble advanced, custom 

user interfaces that can be facilitated locally 

on the Force.com platform. It is a tag like 

mark-up language like HTML. Each tag 

corresponds to a fine-grained user interface 

component such as a section of page, a field 

etc. The logic provided by salesforce.com 

pages can be used to control behavior of 

visual force but in some cases, developers 

can use their own logic by using a controller 

class written in Apex. Using Apex class is 

called as Standard Object Query Language 

(SOQL) process. A visual force page consists 

of two major components: Visualforce 

markup and visual force Controller. 

Visualforce Markup defines the user 

interface components, which are to be 

included in page and the manner in which 

they should appear on interface. It includes 

visual force tag’s structure embedded in. 

Visualforce Controller a Visualforce 

controller is a set of commands that 

determine what happens when a client 

interfaces with the segments indicated in 

related Visualforce markup, for example, 

when a client clicks a button or link. Apex is 

used when it requires validations over 

multiple objects, creating custom logic over 

the entire transaction not over a single record 

or object and other cases. 

Related Applications in salesforce 

 The technology salesforce.com provides 

platform to build various applications. Some 

of the applications developed in this 

technology is Email to anything is an 

application which extends the functionality 

of salesforce.com. The purpose is to 

automatically create or update records from 

emails. The application can send emails to 

any object in salesforce, including the custom 

objects. Another one is Invite Manager, 

which comes under event management 

category. The application makes easy 

management of the company’s client events, 

company owned tickets, creating custom 

invitations for events, manage guest of events 

etc. The idea of the proposed work was 

emerged from the sport ticket generation in 

this application, as it is helpful in managing 

the people tending to book tickets, hence 

saving time and resources. 

Salesforce.com provides a special storage 

place for storing the database data, called 

objects. There exist two types of objects, 

Standard Object and Custom object. 

IV. CONCLUSION AND FUTURE 

SCOPE: 

Salesforce is a powerful cloud-based 

technology driving the business today. It 

provides a robust and reliable platform for 
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developing custom applications as well as 

has good community. The 

projects/applications developed in this 

technology automatically have cloud as their 

database and is very helpful for business 

purpose which is growing day by day. Hence 

storage and security issues are already solved 

by salesforce. 

 
 

 
Fig 2 Overview of Salesforce.com and 

Force.com 
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Abstract: A standard webcam can be used to implement the paper's suggested Cursor Movement Using Hand 

Gesture. Despite the years of input device improvement, many individuals still find using computers and gadgets 

to be a frustrating experience today. Hardware and software should be designed to complement our natural 

ways of communication, which include speech and body language. Currently, intelligent devices that can 

collaborate with computers are being created, enabling more amiable Human-Computer Interaction (HCI). On 

the other hand, our project proposes a hand gesture-based system that enables users to manage desktop mouse 

motions. Our technology uses a desktop webcam to recognise hand gesture movements. Using a camera and 

computer vision techniques like picture segmentation and gesture detection. 

Keywords: Human Computer Interaction (HCI), Color Detection, Web camera, Hand Gestures, Object Detection. 

Motion Detection, Hue Saturation Value (HSV) 

 

1. INTRODUCTION 

People are now interested in increasingly 

tiny electronic devices as computer 

technology continues to advance. Human 

computer interaction (HCI), particularly 

gesture and object recognition based on 

vision, is becoming more and more 

important. In our study, we provide a novel 

method for managing the mouse system 

that makes use of a video device (Mouse 

functions). 

Without using any mechanical equipment, 

humans may interact organically and 

directly with the machine (HMI) thanks to 

gesture recognition. When a finger with 

coloured caps is pointed at a computer 

screen using gesture recognition, the cursor 

will move in sync with the movement of the 

colour caps. The novel vision-based cursor 

control method proposed in this paper 

makes use of hand movements that bear 

color caps on the fingertip captured from a 

webcam [1]. 

Today, instead of physically touching the 

gadgets, we use a mouse or a touchpad to 

control the computer mouse. In this work, 

we make use of hand motions that can be 

used to control any device from a distance 

and don't require any physical contact other 

than colour caps. This mouse control 

approach can be very pleasant. Hence, 

utilizing hand gestures to control the 

computer mouse is a novel and distinctive 

idea. Python may be used to construct a 

hand gesture system for controlling the 

cursor. The system tracked the user's hand 

while it was holding coloured caps and was 

able to control the cursor's movement. 

Cursor functions were performed by using 

different hand gestures. This system has the 

potential of being a viable replacement for 

the computer mouse, however due to the 

constraints encountered- it cannot be 

completely replacing the computer mouse. 

The major constraint of the system is that it 

must be operated in a well-lit room. This is 

the main reason why the system cannot 

completely replace the computer mouse, 

since it is very common for computers to be 

used in outdoor environments with poor 

lighting condition [2]. 

Marker-based technique and marker-less 

approach are the two categories under 

which vision-based hand gesture 

recognition falls. The marker-less strategy 

does not require the user to wear gloves or 

colour markers, whereas the marker-based 

approach must [3]. 

The marker-based method often has 
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superior precision and is simpler to use, but 

it also necessitates the wear of a coloured 

glove by the user. So, using this method to 

replace the computer mouse with a CC 

system is not particularly feasible. Since the 

user is not required to wear any coloured or 

data gloves, the marker- less technique 

would be the best option for the system [4]. 

In comparison to crude text user interfaces 

or even GUIs (graphical user interfaces), 

which still restrict the majority of input to 

mouse, gesture detection can be considered 

as a technique for computers to interpret 

human body language. The implementation 

of a mouse click involved designing a 

screen so that it happened and mapping 

computer mouse functions to hand 

movements with coloured caps [5, 6, 7]. 

Viola-Jones method used for hand 

detection [13] 

• Background subtraction: This 

algorithm is used to separate the user's hand 

from the background. 

• Skin color segmentation: This 

algorithm uses the color of the user's skin to 

identify the hand in the image. 

• Template matching: This 

algorithm uses pre- defined templates of 

hand gestures to identify the user's hand 

movements. 

• Neural networks: Machine 

learning algorithms, such as neural 

networks, can be used to train a system to 

recognize different hand gestures. 

• Kalman filter: This algorithm is 

used to filter out noise and improve the 

accuracy of the hand tracking. 

Overall, the choice of algorithm depends on 

specific requirements of the application and 

the available hardware and software 

resources. 

Anaconda3 is the implementation platform. 

Python is available as open-source software 

under the name Anaconda3. Virtual 

environment manager Anaconda Navigator 

(which provides high-performance 

computing) aids in removing the need to 

learn how to install each library separately. 

In order to obtain an improved image of the 

palm or to extract some valuable data, the 

application uses image processing, a 

technique for performing specific 

operations on an image. It is a sort of 

processing where an image's attributes or 

qualities are retrieved in order to carry out 

mouse-related 

operations. Python is used to implement the 

software. It makes use of the OpenCV 

image processing module and PyAutoGUI, 

a Python- specific package, to implement 

mouse operations. Installed packages for a 

successful development of the application 

include the Python interpreter, which reads 

and runs the code, and OpenCV, an open-

source computer vision tool used to record 

real-time video and analyse hand features. 

For mathematical calculations, NumPy is 

used, and PyAutoGUI is a library function 

that offers a way to manipulate the mouse. 

Only the three coloured tips are recovered 

from the webcam video after it has been 

processed. Using the method of moments, 

the distance between the centres of a 

specific colour is computed, and mouse 

operations are then applied based on their 

relative positions. 

2. LITERATURE SURVEY 

Several researchers in the domains of 

robotics and human computer interaction 

have experimented with different means of 

cursor control. Other systems, however, use 

various techniques to imitate cursor 

movement. The wearable device in [8] will 

have buttons on the fingertip that may be 

clicked, as well as an accelerometer inside 

the glove for detecting motion and 

determining motion direction. 

Zhi-hua Chen implements real-time finger 

segmentation hand gesture identification in 

[9]. The background subtraction method is 

used to remove the hand region from the 

backdrop. Following that, the palm and 

fingers are split in order to find and identify 

the fingers. 

Chu-Feng Lien operated the mouse pointer 

and click in [10] solely with his fingertips. 
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On the basis of image density, he clicked. It 

required the user to briefly hold the mouse 

cursor over the target location. Images from 

camera drivers are first retrieved. When a 

valid image is detected, it initially uses 

Canny Edge detection to locate the 

potential projected screen. 

Kamran Niyazi employed a web camera to 

track the movement of a cursor over 

coloured tapes in [11]. Calculating the 

distance between two coloured tapes in the 

fingers was how the clicking operations 

were carried out. 

In [12], A. Erdem used fingertip tracking to 

regulate the mouse's movement. The 

implementation of a mouse click involved 

designing a screen. 

 

Fig. Real time hand recognition technique 

3. COMPARISON OF 

ALGORITHM 

Hand gestures are used to operate a variety 

of algorithms, each of which has 

advantages and disadvantages. Here are 

some comparisons of popular algorithms: 

Background subtraction: This 

computationally straightforward approach 

can be applied using inexpensive 

technology. However, it might have trouble 

with complicated backgrounds or poor 

lighting, and it might need a lot of tuning to 

guarantee precise hand tracking. 

Skin color segmentation: This algorithm 

successfully separates the user's hand from 

the surrounding area, but it may be sensitive 

to changes in lighting or variations in skin 

tone. It might also find it challenging to tell 

the hand from from other things with 

comparable colour features. 

Template matching: In circumstances 

when the user is anticipated to carry out a 

small number of activities, this algorithm 

can be quite effective at identifying 

predefined motions. It might have trouble 

identifying gesture variations or 

movements that stray from the pre-

established templates, though. 

Neural networks: This algorithm is 

exceptionally good at identifying a variety 

of motions and movements and is able to 

adjust to changes in illumination or skin 

tone. Yet it needs a lot of computer power, 

and training and optimising it could take 

longer than with other methods. 

Kalman filter: This algorithm can enhance 

hand tracking precision and lessen the 

impact of input jitter or noise. But, when the 

hand is moving quickly or unpredictable, it 

could not function as well. 

Ultimately, the selection of an algorithm is 

influenced by the particular needs of the 

application, the available hardware and 

software, and the intended trade-offs 

between complexity, speed, and accuracy. 

In certain circumstances, a combination of 

algorithms may be employed to get the best 

outcome. 

4. CONCLUSION 

In conclusion, employing hand gestures to 

direct the cursor has become a novel and 

promising way to connect with computers. 

It provides a comfortable and natural way 

to move the pointer around and interact 
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with digital content, especially when 

conventional input devices might not be 

available or viable. However, there are still 

a number of issues that need to be resolved, 

including precise hand tracking, gesture 

detection, and user weariness or pain. Also, 

the choice of algorithms and techniques 

depends on the particular application as 

well as the available hardware and software 

resources. 

Notwithstanding these difficulties, assistive 

technologies. It can promote productivity, 

foster new kinds of engagement, and 

improve the user experience. We can 

anticipate additional development and 

improvement of cursor control using hand 

gestures as technology develops and more 

study is undertaken, making it a more 

valuable tool for human-computer 

interaction in the future. 
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Abstract: Today, it is a world of computers. Computers are used in each and every field and it are connected to 

each to communicate through the network and internet. These networks suffer many security issues or threats 

such as loss of data, cyber-attacks, etc. Network security became a challenging topic to overcome these issues. 

Network security includes network system security and data security. Specifically, it refers to the reliability of 

network system, confidentiality, integrity and availability of data information in the system. Network security 

problem exists through all the layers of the computer network, and the network security is used to maintain the 

confidentiality, authenticity, integrity, dependability, availability of the network. Network security plays an 

important role in the world of computers to keep the user’s data safe from various cyber-attacks and assure the 

usability of the network. It is important to keep the computers and data available on the network safe from viruses, 

malwares, and other cyber threats.  

 

Introduction: 
A network is nothing but a group of 

interconnected devices like several 

computers, servers, printers, scanners and 

some other devices to communicate and 

share resources with each other. These 

devices in a network can be connected to each 

other with cables or without cables. If the 

devices are connected physically with the 

help of cables, then it is called as wired 

network and if these devices are connected 

without the help of cables but with the help 

of radio waves and infrared signals then it is 

called as wireless network.  

Now a days, Networks are used at 

many places like home, businesses, schools 

and colleges, government organizations, 

military, banks, etc. to communicate and 

collaborate with each other and users and to 

use other resources such as files, printers, 

scanners, etc. and can access internet and 

other networks. These networks can be Local 

Area Network (LAN), Metropolitan Area 

Network (MAN), Wide Area Network 

(WAN) and Storage Area Network (SAN). 

The size and complexity of these networks 

can be depend on the number of devices in 

the network and the type of communication. 

The internet is a vast network in 

which millions of computers and other 

devices are connected. It is a global network 

of networks which allows users to access 

information and services from anywhere in 

the world.  

Network security is nothing 

but to provide security to these 

networks from unauthorized access, 

misuse of the information or the 

network, modification and destruction 

of computer systems or information or 

services provided by the network or 

the internet.  

Government agencies, banks, 

military, schools and colleges use internet as 

a main way to promote services provided by 

them. Also, goods and commercial service 

providers, retailers use internet to promote 

their product to grow their product and 

business. Any person having good or bad 

intentions can easily connect to the internet. 

As internet is present everywhere in the 

world, computer security has become much 

more important to the organizations like 

governments, banks, military, universities 

and businesses. Network has to face many 

security issues like internet attacks, cyber-

crimes, illegal data access, stealing data, etc. 

many security specialists were trying from a 

long time to know what an intruder can do to 

harm a computer network and how to prevent 

organizations from attacks [1]. 

Due to these network security issues 

there can be a large amount of loss to 

governments, military, banks, commercial 

service providers in the form of money, 

important data or reputation. 

Network security is a set of 

technologies which protects the usability and 

honesty of a organization’s infrastructure by 
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blocking the entry or expansion within a 

network of a large variety of possible threats. 

Which includes both hardware and software 

technologies. It targets a various threat. It 

stops them from entering or spreading on 

your network. Effective network security 

manages access to the network. A network 

security architecture is made up of tools 

which can protect the network and its 

applications. Effective network security 

strategies use multiple lines of protection that 

are flexible and automatic. Each defensive 

layer applies a set of security policies decided 

by the administrator.  

 

Reason to apply network security 

        Today the world is much more habitual 

to use internet, that’s why network security 

became a bigger challenge as more business 

applications move to private and public 

clouds, means the business organizations 

stores their data / databases on the private or 

public servers. As the applications are 

distributed across many locations, therefore it 

cannot be under the physical control of IT 

security teams.  

With the increasing number of attacks on 

companies or organizations, protecting 

network traffic and infrastructure is 

critical. Network security is important for 

organizations to deliver products and services 

to customers and employees. To protect an 

organization’s reputation, the protection of 

online stores, business applications, a remote 

computer and data on the network is 

necessary to expand the business. An 

effective network security can improve 

network performance from an ideal state of 

the network due to an internet attack. 

 

Categories of network security 

 There are two main categories of 

multilayered security architecture of network 

security. 

i) Access Control    

ii)  Threat Control 

Access Control: Network security starts with 

access control. If any person having bad 

intensions got access to a network, then they 

can monitor the traffic and finds the location 

of the device of that person and its 

connectivity. If they locate the device and its 

connectivity, they can start DDoS 

(Distributed Denial of Service) attack or 

insert malware and access control restricts 

the movement of that person from the 

complete network. Access control finds the 

people or groups and the devices which have 

access to network though they don’t have the 

permission to do so and may be the threats or 

intruder. 

 

Threat Control: Though the access control 

works efficiently, still problems can arise, as 

the intruder can use an employee’s details to 

enter the network. Thus, the threat control is 

necessary to operate or control the traffic 

which is already permitted. Threat control 

prevents the actions of the intruder from 

doing damage to the network. Threat control 

technologies starts with the firewall and load 

balancer. These devices protect the network 

from Dos/DDoS (Denial of Service/ 

Distributed Denial of Service) attacks. Then 

IDS/IPS counters are known to attack the 

travelling through the network. And lastly, 

unknown malware objects traveling through 

the network are trapped with sandbox 

technologies, while irregularities in network 

traffic that can be threat are caught with 

NTA/NDR.  

 

Tools of Network Security 

 A multi-layered approach of network 

security implements controls at various 

points of the network complete access control 

and threat control. 

1. Firewall: A firewall establishes a barrier 

between the trusted and the untrusted 

areas of a network. Thus, a firewall 

performs access control and macro-

partition based on IP subnets. The same 

firewall may also perform micro-

partition.  

2. Load Balancer:  A load balancer 

distributes load based on measures. By 

implementing specific reduction 

techniques, a load balancer can go beyond 

traditional load balancing to provide the 
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capability to absorb certain attacks, such 

as a volumetric DDoS attack.  

3. IDS/IPS: The classic IDS/IPS is arranged 

behind a firewall and provides protocol 

analysis and signature matching on 

various parts of a data packet. 

Protocol analysis is permitted to check 

against the publicly declared definition of 

the protocol. Signature matching prevents 

known attacks. 

4. Sandbox:  A sandbox is like an IDS/IPS. 

A sandbox can copy an end-system 

environment and dictate if a malware 

object is trying. 

5. NTA/NDR: NTA/NDR monitors the 

traffic and uses machine learning 

algorithms and statistical techniques to 

evaluate irregularities and dictate if a 

threat is present. First, NTA/NDR tries to 

find out the baseline. With a baseline in 

place, it identifies irregularities such as 

traffic point or irregular 

communication [2]. 

 

Provide Protection against  

Virus: A virus is downloadable computer 

program that when executed, changes other 

computer programs with its own code 

looking as its original one. It can spread from 

one computer to another, and/or corrupt or 

damage or destroy network data. 

Worms: A worm can spread all over the 

network through internet. It is a malware that 

can duplicate itself to spread to uninfected 

computers. There is no need of user’s action 

it but uses operating system to spread. 

Trojan: A trojan is a program that looks as 

real and harmless but its harmful. A trojan 

can make unexpected changes to computer 

settings and unusual activity even when a 

computer should be idle. A trojan virus can 

delete files, activate other malware hidden on 

your computer network, such as a virus and 

steal valuable data. 

Spyware: It is a software which installs itself 

on your computer that gathers information 

about a person or organization without their 

knowledge and permission and may send that 

information others. 

Adware: It is a form of malware hidden on 

your computer which shows you 

advertisements and monitors your searches 

so that it can target you with specific 

advertisements. 

Ransomware: This is a type malware 

designed to deny the user or organization to 

access files on their computer and to gain 

money from the person or organization’s 

computer on which it is installed by 

encrypting data [3]. 

 

Types of network security 

Firewalls: It is a network security device that 

monitors and filters network traffic based on 

organization’s previously established 

security policies. A firewall can be hardware, 

software or both. It is a barrier between a 

private network and public internet. 

Email security: It is a term with different 

procedures and techniques for protecting 

email accounts, content and communication 

against unauthorized access. An email 

security application blocks incoming attacks 

and controls outbound messages to prevent 

the loss of sensitive data. 

Anti-virus and anti-malware software: It is 

a program designed to detect and remove 

viruses and other malicious software 

(malwares) from your system. 

Network segmentation: It is an architectural 

approach that parts a network called 

segments or subnets which acts as a small 

network in which administrators are allowed 

to control the flow of network traffic between 

subnets.   

Access control: Network access control 

(NAC) restricts the movement of intruder 

from the complete network. Access control 

finds the people or groups and the devices 

which have access to network though they 

don’t have the permission to do so and may 

be the threats or intruder. 

Application security: It is the process of 

developing, adding and testing security 

features within application to prevent it from 

unauthorizes access and modification. 

Behavioral analytics: It is used to detect 

irregular network behavior and identify bad 

intentional insider activity. It is a process of 
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collecting and analyzing data from actions 

performed by users.  

Data loss prevention: It is a part of 

company’s overall security strategy that 

focuses on detecting and preventing the loss, 

leakage or misuse of data and unauthorized 

use. 

Intrusion prevention system: An intrusion 

prevention system (IPS) is a network security 

tool that monitors a computer network for 

malicious activity and takes action to prevent 

it including reporting, blocking or droping it 

when it occurs. It can hardware or software. 

Mobile device security: It is designed to 

keep unauthorized users away from assessing 

the network. It protects sensitive information 

stored on or transmitted by smartphones, 

laptops, tablets, and other portable devices. 

 

Security information and event 

management: It combines security 

information and security event management 

to provide real time security alerts generated 

by applications and network hardware. 

VPN: A virtual private network (VPN) is a 

service that encrypts your internet traffic on 

unsecured networks to protect your online 

identity, hide your IP address and protects 

your online data from intruder. 

Web security: It protects the organizations 

from cyber criminals and threats that use a 

web-channels by adopting some protective 

measures and protocols. It is critical to 

protect data, users and organizations from 

risks without web security. 

Wireless security: it protects computers, 

smartphones, tablets, laptops and other 

portable devices connected in wireless 

environment from unauthorized and 

malicious access [4]. 

 

Conclusion 
           Network security protects the network 

and the network accessible resources from 

unauthorized access. Security technology is 

mainly based on software but many hardware 

devices or resources are also used. Network 

security threats and internet protocols are 

analyzed to find the necessary cause of 

security technology. An effective network 

security plan should be developed with the 

understanding of security issues, potential of 

attackers, needed levels of security and 

factors responsible for attack. Enforcing 

company network, usage policies can prevent 

internal uses from pulling threat due to 

misuse. 

 In this paper, I give the reason to 

apply the network security as well as tell 

short information about categories, tools 

and types of network security. Also, the 

threats from which network security 

protects us. With the help of this 

information, we can which analyze the 

type of threat and which tools and type of 

network security we can apply to resolve 

the threat 
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Abstract: Cyber-attacks have become common in this internet era. The cybercrimes is growing every year and 

also increases the intensity of damage. Providing security against cyber-attacks becomes the most important task 

in this digital world. However, ensuring cyber security is an extremely complex task as requires domain 

knowledge about the attacks and ability of analyzing the chances of threats. The most important challenge of 

cyber security is the progressing nature of attacks. This paper presents the Cyber security Threats to be aware of 

in 2020 along with the why the numbers of cyber security jobs are growing in 2020, five emerging Cyber- Threats 

to watch out for in 2021, Which country is number 1 in Cyber security, Popular cyber-crimes, Top 10 cyber 

security trends for 2021, Importance of cyber security along with the numerous risks that are in the present digital 

span. The investigation made for cyber- attacks and their statistics shows the strength of the attack..  

 

Introduction: 

1. INTRODUCTION: 

       The internet has made the world smaller 

in many ways but it has also opened us up to 

influences that have never before been so 

varied and so challenging. As fast as 

security grew, the hacking world grew 

faster. There are two ways of looking at the 

issue of cyber security. One is that the 

companies that provide cloud computing do 

that and only that so these companies will be 

extremely well secured with the latest in 

cutting edge encryption technology. 

2. WHAT IS CYBER SECURITY? 

       Its being protected by internet-

connected systems, including hardware, 

software and data, from cyber attacks. In a 

computing context, security comprises 

cyber security and physical security both are 

used by enterprises to safe against 

unauthorized access to data centre and other 

computerized systems. The security, which 

is designed to maintain the confidentiality, 

integrity and availability of data, is a subset 

of cyber security. 

3. WHY DO WE NEED CYBER 

SECURITY? 

The range of operations of cyber security 

involves protecting information and 

systems from major cyber threats. These 

threats take many forms. As a result, 

keeping pace with cyber security strategy 

and operations can be a challenge, 

particularly in government and enterprise 

networks where, in their most innovative 

form, cyber threats often take aim at secret, 

political and military assets of a nation, or 

its people. Some of the common threats are: 

I. Cyber terrorism It is the innovative 

use of information technology by 

terrorist groups to further their political 

agenda. It took the form of attacks on 

networks, computer systems and 

telecommunication infrastructures. 

II. Cyber warfare It involves nation-states 

using information technology to go through 

something another nation’s networks to 

cause damage. In the U.S. and many other 

people live in a society, cyber warfare has 

been acknowledged as the fifth domain of 

warfare. Cyber warfare attacks are primarily 

executed by hackers who are well-trained in 

use of benefit the quality of details 

computer networks, and operate under the 

favorable and support of nation-states. 

Rather than closing a target’s key networks, 

a cyber-warfare attack may forced to put 

into a situation into networks to 

compromise valuable data, degrade 

communications, impair such 

infrastructural services as transportation 

and medical services, or interrupt 

commerce. 

III. Cyber spionage It is the practice of 

using information technology to obtain 

secret information without permission from 

its owners or holders. It is the most often 
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used to gain strategic, economic, military 

advantage, and is conducted using cracking 

techniques and malware. Political agenda. It 

took the form of attacks on networks, 

computer systems and telecommunication 

infrastructures. 

4. Types of Cyber Security 

Phishing: 

Phishing is the rehearsal of distribution 

fake communications that look like 

emails from dependable sources. The goal 

is to bargain thoughtful data comparable 

to credit card details and login data. It’s 

the greatest kind of cyber attack. You can 

help defend manually over learning or an 

expertise solution that sieves malicious 

electronic 

mail. 

Ransomware: 

It is a type of malicious software. It is 

considered to extract currency by 

blocking contact to records or the PC 

system until the deal is paid. Paying the 

ransom does not assurance that the records 

will be recuperated or the system 

returned. 

Malware: 

It is a type of software intended to gain 

illegal right to use or to cause impairment to 

a system. Social engineering. It is a tactic 

that opponents use to pretend you into 

illuminating delicate information. They can 

importune a monetarist payment or 

improvement access to your reserved 

informations. 

Social engineering: 

can be collective with some of the pressures 

registered above to style you additional 

probable to connect on links, transfer 

malware, or belief a malicious cause. 

5. What are the consequences of cyber-

attack? 

Cyber-attacks will cause more damage 

financially and reputational even to the most 

withstand organisation. The organisation 

which suffers cyber-attack, have to face the 

losing assets, business reputation and 

potentially the organisation have to face 

regulatory fines and taking legal action and 

the costs of remediation. A survey taken by 

UK government about cyber security in 

2017, found that the average cost for a large 

business is £19,600 and for a small to 

medium-sized business is £1,570. 

6. What are the consequences of 

cyber-attack? 

Cyber-attacks will cause more damage 

financially and reputational even to the most 

withstand organisation. The organisation 

which suffers cyber-attack, have to face the 

losing assets, business reputation and 

potentially the organisation have to face 

regulatory fines and taking legal action and 

the costs of remediation. A survey taken by 

UK government about cyber security in 

2017, found that the average cost for a large 

business is £19,600 and for a small to 

medium-sized business is £1,570. 

 

 
 

7. How To Maintain Efffective Cyber 
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Security 

Historically, organizations and 

governments have taken a reactive, “point 

product” approach to combating cyber 

threats, produce something together 

individual security technologies – one on top 

of another to safe their networks and the 

valuable data within them. Not only is this 

method expensive and complex, but news of 

damaging cyber breaches continues to 

dominate headlines, rendering this method 

ineffective. In fact, given the area of group 

of people of data breaches, the topic of 

cyber security has launched to the top of the 

priority list for boards of directors, which 

they seeked as far as less risky way. Instead, 

organizations can consider a natively 

integrated, automated Next-Generation 

Security Platform that is specifically 

designed to provide consistent, prevention-

based protection – on the endpoint, in the 

data centre, on the network, in public and 

private clouds, and across Saabs 

environments. By focusing on prevention, 

organizations can prevent cyber threats 

from impacting the network in the first 

place, and less overall cyber security risk to 

a manageable degree. 

8. Advantages: 

It consists of numerous plus points. As the 

term itself says, it offers security to the 

network or system, and we all know that 

securing anything has a lot of advantages. 

Several benefits are declared below.  

 Securing society – Cybersecurity is 

all about safeguarding an 

organizations network from outdoor 

attacks. It marks sure that the 

society should achieve decent and 

should sense safe around its 

important informations. 

•   Protection of complex data – The 

highly private data like student 

data, patient data and transactions 

data have to be safe from illegal 

access so that it couldn’t be 

changed. It’s what we can attain by 

Cybersecurity. 

• Hamper illegal access assistances us defend 

the system after being retrieved by 

somebody who is not sanctioned to contact 

it. The data is reserved highly protected and 

might only be made with valid users. 

 

Cyber Security delivers protection beside 

theft of informations, defends workstations 

from theft, reducing PC freezing, delivers 

privacy for operators, it proposals strict 

directive, and it’s problematic to effort with 

non-technical people. It is the only incomes 

of protection computers, defends them 

compared to worms, viruses and extra 

undesired programming. 

It deals with protections against hateful 

attacks on a system, deletes and/or keeps 

hateful fundamentals in a pre-existing 

network, stops illegal network access, 

eliminates programming on or after other 

bases that might be co-operated, as well as 

secures complex data. 

9. Disadvantages: 

The firewalls can be challenging to 

configure correctly, defective configured 

firewalls might prohibit operators from 

execution any performance on the Internet 

earlier the Firewall is correctly connected, 

and you will carry on to improvement the 

latest software to remember defence current, 

Cyber Protection can be costly for normal 

users. In addition, cyber security wanted 

cost a important number of operators. 

Firewall rules are hard to correctly 

configure. Makes scheme safety for the 

week or occasionally too high. The normal 

is costly. The operator cannot right to use 

different network facilities through 

improper firewall guidelines. More 

pandemic-related phishing Cybercriminals 

will continue to use the COVID-19 

pandemic as a theme for their phishing 

campaigns. Attacks often coincide with 

major events, such as a surge in new cases or 

the announcement of a new drug or vaccine. 

Their impartial is to get unsuspicious 

fatalities to tick on a malicious link or 

accessory or give up complex data. 

New kinks on the “Nigerian Prince” fiddle 
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In the classic Nigerian Prince scam, a staff 

playing to be distant royal’s potentials to 

stretch you lots if you deliver your bank 

account data. Currently phishing hackers are 

pretending to be with a government agency 

sending out economic stimulus payments. 

Otherwise, the scam works the same. 

10. Conclusion: 

Depending on their (potential) severity, 

however, disruptive incidents in the future 

will continue to fuel the military discourse, 

and with it fears of strategic cyber-war. 

Certainly, thinking about (and planning for) 

worst-case scenarios is a legitimate task of 

the national security apparatus. However, 

for the favor of more plausible and more 

likely problems they should not to get more 

attention Therefore, there is no way to study 

the „actual‟ level of cyber- risk in any sound 

way because it only exists in and through the 

representations of various actors in the 

political domain. 
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Abstract: Number Plate Recognition (NPR) which is based on image processing and is used to detect the 

number plates of vehicles and process them to record the information. In a fast-growing world, it become 

almost impossible to track illegal vehicles and store vehicle information. License Plate Recognition (LPR) 

systems commonly have framework of processingstepsDetection of number plate, Segmentation of plate 

characters and Recognition of each character. Number plate detection is a challenging task due to diversity 

of plate formats and environmental conditions during the image acquisition. Accuracy of character 

segmentation and recognition rely on the efficiency of plate detection. Various algorithms are developed for 

this work. This paper deals with to review, categorize and comparison of techniques. 

Keywords: Number Plate Detection, Character Segmentation, Character Recognition, Support Vector Machine  

3. INTRODUCTION 

License plate recognition systems 

have received a lot of attention from the 

research community. With the rapid growth 

in the number of vehicles, there is a need to 

improve the existing systems for 

identification of vehicles. A fully 

automated system is in demand in order to 

reduce the dependency on labour. License 

Plate Recognition is a combination of 

image processing, character segmentation 

and recognition technology used to identify 

vehicles by their license plates. Since only 

the license plate information is used for 

identification, this technology requires no 

additional hardware to be installed on 

vehicles. LPR technology is constantly 

gaining popularity, especially in security 

and traffic control systems. License Plate 

Recognition Systems are utilized 

frequently for access control in buildings 

and parking areas, law enforcement, stolen 

car detection, traffic control, automatic toll 

collection and marketing research [1].  

LPR system can be used to 

calculate duration of parking. When a 

vehicle enters through a gate, number plate 

is automatically recognized and stored in 

database. When a vehicle later exits the 

parking area through an exit gate, number 

plate is recognized again and paired with 

the first-one stored in the database. Each 

vehicle can be registered in a central 

database and compared to a black list of 

stolen vehicles. In traffic control, vehicles 

can be directed to different lanes for a better 

congestion control [2]. The ANPR work is 

generally framed into the steps: Number 

plate extraction, character segmentation 

and character recognition. From the entire 

input image, only the number plate is 

detected and processed further in the next 

step of character segmentation segmented. 

This step affects the accuracy of character 

segmentation and recognition work. 

Different techniques are developed for 

number plate extraction [3]. In order to 

improve the recognition system 

performance, we propose a new SVM-

based multiclass classifier to recognize 

number plates with poor quality. 

SVMs have become more and 

more important in the field of pattern 

recognition [4]. SVM is forcefully 

competing with many methods for 

classification. An SVM is a supervised 

learning technique. SVM takes Statistical 

Learning Theory (SLT) as its theoretical 

foundation, and the structural risk 

minimization as its optimal object to realize 

the best generalization. They are based on 

some simple ideas and provide a clear 

intuition of what learning from examples is 

all about [5]. The SVMs use hyperplanes to 

separate the different classes. A new data 

sample is classified by the SVM according 

to the decision boundary defined by the 

hyperplane. Among many classification 

methods, SVM has demonstrated superior 

performance [6]. 

2.  LITERATURE SURVEY 
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D. Jiang, T. M. Mekonmen, T. E. 

Merkebu, discussed paper presents about 

car plate recognition system. It describes 

design, algorism and future of 

implementation. The system has color 

image inputs of car & output has 

registration number of car [7].  

P. Anishiya, prof S. Mary Joans, 

focused a number plate localization & 

recognition system for vehicles in Tamil 

Nadu is proposed. This system is based on 

digital images & can be easily applied to 

commercial car park systems [8]. 

S. Roy, A. Choudhary, J. 

Mukherjee, proposed a system for 

localization of number plate mainly for 

thevehicles in West Bengal. This paper 

presents an approach based on simple and 

efficient morphological operation and sobel 

edge detection method [9]. 

S. Du, M.Shehata, 

W.Badawy,Deals with a comprehensive 

survey on existing ALPR Techniques by 

categorizing them according to the features 

used in each stage. Comparison of them in 

the terms of Pros, Cons, Recognition results 

&amp; Processing speeds were 

addressed[10]. 

3. SUPPORT VECTOR MACHINE 

SVM was originally designed for 

binary classification, and its extension to 

solve multi-class problems is not 

straightforward. Two main approaches 

have been suggested for applying SVMs for 

multi-class classification [11]. They are 

“one against all” and “one against one”. In 

each approach, the underlying basis has 

been to reduce the multi-class problem to a 

set of binary problems to enable the use of 

basic SVM.  

In our SVM-based recognition 

system, two kinds of SVMs are set up first. 

Each SVM hasone type of number samples 

as one positive label and all orsome of the 

other samples as another negative label. 

After training, each SVM gets its own 

values of parameters. The decision value of 

the testing sample will be calculated based 

on the values of parameters obtained. The 

final recognition result will be achieved 

according to the class that gives the 

maximum decision value [12]. 

 

 
Fig. 1: SVM LP Recognition System 

6. METHODOLOGY 

 In this paper we discuss the 

following methodologies of License Plate 

Recognition. 

a) Number Plate Extraction 

b) Characters Segmentation 

c) Optical Character 

Recognition  

 
        Fig. 2: Workflow Process of LPR 

4.1 Number Plate Extraction 

  The goal of this phase, given an 

input image, is to produce a number of 

candidate regions, with high probability of 

containing number plate and validate for 

true number plate.The following method 

use for number plate extraction are Image 

Acquisition and Pre-processing, Vertical 

Edge detection, Candidate Plate Area 

DetectionTrue Number Plate Extraction 

[13]. 

4.2 Character Segmentation 
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The goal of this phase, given the 

number plate image, is to segment all the 

characters, without losing features of the 

characters. This phase consists of the 

sequence of operations as, Character 

Region Enhancement, Connected 

Component Analysis and Projection 

Analysis. 

4. 3 Filtering of Image 

Pre-processing is very important 

for the good performance of character 

segmentation. Firstly, image is filtered for 

enhancing the image and removing the 

noises and unwanted spots. To remove the 

noise in image. we have applied the median 

filter. Median filter (3*3) is nonlinear 

spatial filters whose response is based on 

ordering (ranking) the pixels contained in 

the image are acompassed by the filter, and 

then replacing the value of the center pixel 

with the value determined by the ranking 

result. In next step, to remove blurriness of 

image we have applied wiener filter. 

4.4 Morphological Image Processing 

The identification of objects within 

an image can be a very difficult task. 

Because sometimes there are no efficient 

ways to find objects based on the intensity 

values of the pixels. However, if recognize 

the objects different features, we could use 

the information about the shape of the 

object. Since the shape recognition is not 

based on the intensities, but performed on 

binary images. Therefore, one way to 

simplify the problem is to change the 

grayscale image into a binary image, in 

which each pixel is restricted to a value of 

either 0 or 1. For a binary image, there are 

four fundamental operations, dilation, 

erosion, opening, and closing. 

4.4.1 Edge Detection 

We have to find edged image from 

the histogram equalized image. For this we 

have many different methods like Roberts 

Edge Detection, Sobel Edge Detection, 

Prewitt edge detection, Canny Edge 

Detection. We have used canny operator to 

find the edged image. The Canny operator 

performs a 2-D spatial gradient 

measurement on image. The Canny method 

applies two thresholds to the gradient: a 

high threshold for low edge sensitivity and 

a low threshold for high edge sensitivity. 

Edge starts with the low sensitivity result 

and then grows it to include connected edge 

pixels from the high sensitivity result. This 

helps fill in gaps in the detected edges. 

4. 5Optical Character Recognition 

This is the fifth phase for vehicle 

number plate detection. We will be working 

on the segmented image of each character 

that we obtained from above phases. We 

will be detecting each and single character 

using Optical Character Recognition 

technique. Now there each character is 

recognized individually in this phase. Then 

those character are combined to form a 

whole number i.e. vehicle plate number 

which is present on the number plate which 

is taken in the form of image. 

The character recognition phase consists     

of two steps:  

1) Character normalization and feature 

extraction- The goal of character 

normalization is to segment characters that 

have very much variation in size and the 

goal of feature vector is to define 

distinguishing features of the characters. 

Selecting the most relevantfeature of each 

character can not only facilitate 

datavisualization and data understanding. 

2) Character classification using Support 

Vector Machine-The character recognition 

work is carried out using SVM as classifier. 

The car number plate consists of 

combination of 0 to 9 digits and alphabets 

of A to Z. All the digits as well as alphabets 

are assigned a class label [14]. 

5. APPLICATIONS 

1) Traffic control - It will be helpful 

in traffic control by telling the 

number of vehicles in different 

areas. 

2) Airport - It will be useful in airport 

parking to reduce frauds. 

3) Tolling - It will be helpful at tolling 

poll to collect fine if vehicle found 

guilty. 

4) Border control 

5) Stolen cars 

6. CONCLUSION 
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The process of vehicle number 

plate recognition requires a very high 

degree of accuracy when the system is deal 

with different area of license plate detection 

like automatic parking, automated toll 

booth, border control, law enforcement and 

many more.  In this paper we review of 

License Plate Recognition methodologies. 

Using these methodologies are helpful for 

recognize number plate recognition 

accurately andto improve recognition rate, 

character segmentation and number plate 

region extraction rate. The performance 

concepts along with pros and cons of 

License Plate Recognition techniques are 

summarized. 
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Abstract: Image denoising has remained a fundamental problem in the field of image processing. Image 

denoising involves the manipulation of the image data to produce a visually high-quality image. Image 

denoising is technique of removing noise or distortion from an image in order to store the original image. 

Different noise models including additive and multiplicative types are used. Filtering technique include 

Gaussian noise, salt and pepper noise, speckle noise and Brownian noise. The filtering technique has been 

proved to be the best when the image is corrupted with salt and pepper noise. In this paper, we have 

implemented the Gaussian filter and salt and pepper filter techniques, simulations have been conducted on 

ICDAR-UK database images for performance evaluation of various denoising methods with regard to PSNR 

quality metrics.  and results are compared.  

Keywords:  Image Denoising, Peak Signal Ratio (PSNR), Filter Techniques (FT), Median Filter, Linear 

Filter 

4. INTRODUCTION 

Digital images play an important role in, 

daily life applications such as satellite 

television, magnetic resonance imaging, 

computer tomography as well as in areas of 

research and technology such as 

geographical information systems and 

astronomy. Data sets collected by image 

sensors are generally contaminated by 

noise. Imperfect instruments, problems 

with the data acquisition process, and 

interfering natural phenomena can all 

degrade the data of interest. Furthermore, 

noise can be introduced by transmission 

errors and compression. Thus, denoising is 

often a necessary and the first step to be 

taken before the images data is analyzed 

[1]. Image denoising problems arise 

when image is corrupted, pixels values are 

missing or when we want to remove more 

sophisticated patterns, like superimposed 

text or other objects, from the images. The 

important property of a good image 

denoising model is that it should 

completely remove noise as far as possible 

as well as preserve edges [2]. 

Various types of noise present in image are 

Gaussian noise, Salt & Pepper noise and 

Speckle noise. Image denoising techniques 

are used to prevent these types of noises 

while retaining as much as possible the 

important signal features [3]. Spatial filters 

like mean and median filter are used to 

remove the noise from image. But the 

disadvantage of spatial filters is that these 

filters not only smooth the data to reduce 

noise but also blur edges in image. 

Use of filters in removing noise- 

 In the transmission, digital images 

often disturbed by various 

interferences, leading to the image 

corrupted severely. 

 For the better visual quality and 

further use in digital image 

processing systems, noises must be 

removed. 

 In signal processing a filter is a 

device or process that removes 

some unwanted components or 

features from a signal. 

 Filtering is a class of signal 

processing, the defining feature of 

filters being the complete or partial 

suppression of some aspect of the 

signal.  

2. TYPES OF NOISES 
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2.1 Salt and Pepper Noise 

Salt and pepper noise [4] is an impulse type 

of noise, which is also referred to as 

intensity spikes. This is caused generally 

due to errors in data transmission. Pepper-

and-Salt noise – "impulsive" or distributed 

noise is occasionally called as pepper and 

salt noise. Given the probability r (with 

1=>r=>0) that a corrupted pixel, we can 

introduce it in an image by fraction setting 

of r/2 randomly selected. A few image 

having this noise will have pixels of dark in 

regions bright and pixels bright in regions 

dark. In it consequent for pixels white the 

corresponding value is 1and value for 

pixels black is 0. This type of noise can be 

caused by analogue-to-digital converter 

errors, bit errors in transmission. Hence the 

affected images by this noise moreover 

have tremendous little value or have 

tremendous value of high for pixels i.e., 1 

or 0. Black pixels and another fraction of 

r/2 randomly selected pixels to white.etc. 

Elimination of salt-and-pepper noise can be 

done by using dark frame subtraction and 

interpolating around dark/bright pixels [5]. 

2.1 Gaussian Noise 

One of the most noise happening is noise of 

Gaussian. Main sources of noise of 

Gaussian occur during attainment e.g. noise 

of sensor caused by illumination poor 

and/or high temperature, and/or 

transmission e.g. noise in electronic circuit. 

It represents noise of statistical having PDF 

equivalent to the normal distribution, which 

is also called as the Gaussian distribution. 

In other words, the values that the noise can 

take on are Gaussian-distributed [5]. 

Gaussian noise is evenly distributed over 

the signal. This means that each pixel in the 

noisy image is the sum of the true pixel 

value and a random Gaussian distributed 

noise value [6]. 

2. 3 Brownian Noise 

Brownian noise comes under the category 

of fractal or 1/f noises. The mathematical 

model for 1/f noise is fractional Brownian 

motion. Fractal Brownian motion is a non-

stationary stochastic process that follows a 

normal distribution. Brownian noise is a 

special case of 1/f noise. It is obtained by 

integrating white noise. 

2. 4 Speckle Noise 

Speckle noise is a multiplicative noise. This 

type of noise occurs in almost all coherent 

imaging systems such as laser, acoustics 

and SAR (Synthetic Aperture Radar) 

imagery. The source of this noise is 

attributed to random interference between 

the coherent returns. Fully developed 

speckle noise has the characteristic of 

multiplicative noise [7]. 

3.DENOISING FILTERS 

3. 1 Linear Filter 

We can use linear filtering to remove 

certain types of noise. Certain filters, such 

as averaging or Gaussian filters, are 

appropriate for this purpose. For example, 

an averaging filter is useful for removing 

grain noise from a image. Because each 

pixel gets set to the average of the pixels in 

its neighborhood, local variations caused 

by grain are reduced. 

3. 2 Median Filter 

Median filtering is similar to using an 

averaging filter, in that each output pixel is 

set to an average of the pixel values in the 

neighborhood of the corresponding input 

pixel. However, with median filtering, the 

value of an output pixel is determined by 

the median of the neighborhood pixels, 

rather than the mean. The median is much 

less sensitive than the mean to extreme 

values (called outliers). Median filtering is 

therefore better able to remove these 

outliers without reducing the sharpness of 

the image. The medfilt2 function 

implements median filtering [8, 9]. 

3. 3 Adaptive Filter 

The wiener2 function applies a Wiener 

filter (a type of linear filter) to an image 

adaptively, tailoring itself to the local 

image variance. Where the variance is 

large, wiener2 performs little smoothing. 

Where the variance is small, wiener2 

performs more smoothing. This approach 

often produces better results than linear 

filtering. The adaptive filter is more 

selective than a comparable linear filter, 

preserving edges and other high-frequency 

parts of an image. In addition, there are no 

design tasks; the wiener2 function handles 
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all preliminary computations and 

implements the filter for an input image. 

wiener2, however, does require more 

computation time than linear filtering. 

wiener2 works best when the noise is 

constant-power ("white") additive noise, 

such as Gaussian noise [10]. 

4. PERFORMANCE AND RESULTS 

Following figure shows the results obtained 

by applying Gaussian filter on ICDAR-UK 

database color image corrupted with noisy 

image, Linear Filter image, FIR filter 

image, median filter image an adaptive 

filter image. 

The PSNR is a performance metric 

indicating the ratio between the maximum 

possible power of a signal and the power of 

the corrupting noise. The formula is to 

calculate PSNR value use equation. 

PSNR = 10 log10 MAX2
I /MSE 

Sample Results 

a. Original Image 

 

b. Noisy Image 

 

c. Linear Filter Image 

 

d. FIR Filter Image 

 

e. Median Filter Image 

 

f. Adaptive Filter Image 

 

Table 1: ICDAR-UK results for Gaussian 

Filter 

 PSNR (Peak Signal to 

Noise Ratio) 

Images  Origina

l Image 

Implemented 

Image 

Img1-UK 35.1460 27.3249 

Img2-UK 32.9340 27.8989 

Img3-UK 29.1253 27.8127 

Img4-UK 33.7941 27.3566 

Img5-UK 46.7854 28.6229 

Img6-UK 40.7381 28.5806 

Img7-UK 29.7504 27.3209 

Img8-UK 38.1766 28.6581 

Img9-UK 33.6688 26.2838 
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Img10-UK 35.0494 28.2285 

 

Table 2: ICDAR-UK results for Salt and 

Pepper Filter 

 PSNR (Peak Signal 

to Noise Ratio) 

Images  Original 

Image 

Imple

mente

d 

Image 

Img1-UK 35.1460 26.3251 

Img2-UK 32.9340 27.5110 

Img3-UK 29.1253 27.0238 

Img4-UK 33.7941 25.1665 

Img5-UK 46.7854 27.7543 

Img6-UK 40.7381 27.6343 

Img7-UK 29.7504 25.9450 

Img8-UK 38.1766 26.7307 

Img9-UK 33.6688 27.0022 

Img10-UK 35.0494 28.9186 

 

The Gaussian filter and Salt & Pepper Filter 

were implemented using 10 images from 

ICDAR-UK database. The results obtained 

for the 10 images are presented in the above 

table. The table consists of Original and 

Implemented image of values such as 

PSNR for Gaussian filter and Salt & Pepper 

Filter.       

Following graphs shows the comparison of 

PSNR of implemented image for Gaussian 

filter and Salt & Pepper Filter on ICDAR-

UK database. 

Graph 1: Comparison of PSNR of Original 

image and implemented image for Gaussian 

filter 

 

Graph 2: Comparison of PSNR of Original 

image and implemented image for Salt and 

Pepper Filter 

 

 

Graph 3: Comparison of PSNR of 

implemented image for Gaussian filter and 

Salt and Pepper Filter 

 

 

 

Fig. 7, 8 shows the comparison of PSNR for 

Gaussian filter and Salt & Pepper Filter on 

ICDAR-UK database of original image and 

Implemented image. Fig. 9 shows the 

comparison of PSNR for Gaussian filter 

and Salt & Pepper Filter of Implemented 

image.   

From above performance of the 

implemented image of Gaussian filter 

results is much better than Salt & Pepper 

filter as PSNR values are very high of 

ICDAR-UK database. PSNR value is 

almost more than 28 dB. 

5. CONCLUSION 

The purpose is to present image de-noising 

approaches. As images are very important 

in each and every field so, image de-noising 

is an important pre-processing task before 

further processing of image like 

segmentation, feature extraction and 

texture analysis, etc. Noise parameters were 

changed and various combinations tested to 

confirm results. Numbers of filter 
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parameters were tested, but the parameter 

with best result used. 

The Gaussian filter gives better PSNR 

values than salt & pepper filters. The 

Gaussian filter has proved that it is very 

efficient for random valued impulse noise 

because practically noise is not uniform 

over the channel. It produces good PSNR 

(Peak Signal to Noise Ratio) and for highly 

corrupted images, especially for more than 

50% noise density. 

REFERENCES 

[1] M.Abinaya, Mrs.J.Amudha, “Image 

Denoising A Nd Quality Measurements 

Using Wavelet Thresholding”, 

International Journal Of Science And 

Innovative Engineering & Technology, 

ISBN 978-81-904760-7-2, May 2015 

Issue Volume 2. 

[2] Gayatri, Sarode & Nadiyana (2013) 

“Detection of noise in degraded Images 

byefficient noise detection algorithm” 

IJAIEM Volume 2 Issue 4. 

[3] Makesh & Someswara Rao (2014) “An 

Effective Image Denoising Using 

Adaptive Thresholding In Wavelet 

Domain” Journal of Engineering Research 

and Applications Vol.4. 

[4] Scott E Umbaugh, Computer Vision and 

Image Processing, Prentice Hall PTR, 

New Jersey, 1998.  

[5] José M. Bioucas-Dias, Mário A. T. 

Figueiredo, “Multiplicative Noise 

Removal Using Variable Splitting and 

Constrained Optimization”, IEEE 

Transactions on Image Processing, vol. 

19, No. 7, pp. 1720-1730, July 2010.  

[6] Chandrika Saxena & Prof. Deepak 

Kourav, “Noises and Image Denoising 

Techniques: A Brief Survey”, 

International Journal of Emerging 

Technology and Advanced Engineering, 

ISSN 2250-2459, ISO 9001:2008, 

Volume 4, Issue 3, March 2014, pp. 878-

885.  

[7] 1/f noise, “Brownian Noise,” 

http://classes.yale.edu/99-

00/math190a/OneOverF.html, 1999. 

[8] Harish Kumar Bansal & Geeta Kaushik 

(2006) “Detection and Reduction Of 

Impulse Noise Using Noise Switching 

Median Filter” International Journal of 

Advanced Engineering Technology. 

[9] Khalil Ibrahim kadhim (2013) “The effect 

of the weiner and median filler for image 

noise removal” Journal of Babylon 

University / Pure and Applied Sciences, 

Vol.21, No.4. 

[10] Makesh & Someswara Rao (2014) “An 

Effective Image Denoising Using 

Adaptive Thresholding In Wavelet 

Domain” Journal of Engineering Research 

and Applications Vol.4.  
 

***** 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 365 

 

An Overview of Soft Computing Techniques and Application Areas 

Swapnali G. Kadao1, Bhagyashri A. Jagtap2, Rasika V. Bodkhe3 

Assistant Professor, Kamla Nehru Mahavidyalaya , Nagpur, Maharashtra, India1, 2,3 

swapni.kadao@gmail.com,  bhagyashrijagtap@gmail.com,  rasikabodkhe07@gmail.com
 

Abstract: Soft Computing refers to the science of reasoning, thinking, and reasoning that recognizes and uses 

real-world phenomena that group, assign, and classify the various quantities studied. As such, it is an extension of 

natural heuristics, capable of handling complex systems, as it does not require strict mathematical definitions and 

distinctions of system components. It differs from hard computing in that, unlike hard computing, it can tolerate 

inaccuracies, uncertainties, and partial truths. In fact, the model child of software computing is the human mind. 

The guidelines for soft computing are: exploit tolerance of inaccuracy, uncertainty, and partial truth for 

traceability, robustness, and low cost of the solution. The most important techniques of software computing are 

evolutionary computing, artificial neural networks, and fuzzy logic and Bayesian statistics. Each technique can be 

used independently, but a powerful advantage of soft computing is the complementarily of these techniques. Used 

together, they can provide solutions to problems that are too complex or inherently noisy to be solved by 

traditional mathematical methods. The application of soft computing has demonstrated two main advantages. 

First, it is able to solve nonlinear problems where mathematical models are not available. The second is to 

introduce human cognition, recognition, understanding, learning and other knowledge into the computer field. 

This leads to the possibility of building intelligent systems, such as autonomous self-tuning systems and automatic 

design systems. This article focuses on various areas of soft computing technology.Keywords:  Soft Computing, 

Fuzzy Logic, Neuro Computing, Bayesian statistics 

 

1.  INTRODUCTION 
In the real world, we have many problems 

that are logically unsolvable, or that are 

theoretically solvable but practically 

impossible due to the large amount of 

resources required and the computation time. 

For these problems, a naturally inspired 

approach can sometimes be very effective. 

Although the solutions obtained by these 

methods do not always correspond to 

mathematically rigorous solutions, in most 

practical cases a near-optimal solution is 

sometimes sufficient. These biologically 

inspired methods are called Soft Computing. 

Software computing is a general term for a set 

of computing technologies. The term was 

first coined by Professor Lotfi Zadeh who 

introduced the concept of fuzzy logic. Soft 

computing based on natural and artificial 

ideas. It's called Computer Intelligence. It 

differs from conventional computers which 

are hard computers. Tolerates imprecision, 

uncertainty, partial truth for traceability, 

approximation, robustness, low cost of the 

solution and a better relationship with reality. 

In fact, the model child of software 

computing is the human mind. It refers to the 

set of computer techniques in computer 

science, artificial intelligence and machine 

learning in engineering fields such as aircraft, 

spacecraft, refrigeration and heating, 

communication networks, mobile robots, 

inverters and converters, electrical systems, 

power electronics, etc. applications and 

motion control etc. Traditionally, Soft 

Computing consists of four technical 

disciplines. The first two systems of 

probabilistic reasoning (PR) and fuzzy logic 

(FL) are based on knowledge-based 

reasoning. 
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2. SOFT COMPUTING 
Software computing is not hybrid. Rather, it 

is a partnership in which each component 

brings a well-defined approach to solving 

problems in its field. From this point of view, 

the main methodologies of the components of 

Soft Computing are complementary rather 

than competing. In fact, the most important 

feature of soft computing is its inherent 

ability to create hybrid systems based on the 

integration of constituent technologies. This 

integration provides Complementary 

inference and research methods, allowing us 

to combine domain knowledge 

and empirical data to develop flexible 

computational tools and solve complex 

problems. A hybrid computer is a 

combination of hardware and software 

computers, with their inherent advantages 

and disadvantages. To take advantage of the 

advantages of both techniques, their 

respective constraints are reduced to solve the 

problem more efficiently with hybrid 

computation. Flexible hybrid computational 

models have been applied to a large number 

of classification, prediction and control 

problems. 

 

3. APPLICATION AREAS OF SOFT 

COMPUTING 
Soft computing techniques have become one 

of promising tools that can provide practice 

and reasonable solution. Soft computing 

techniques are used in different fields shown 

in following fig - 

 
 
 Actuarial science 

Actuarial science is the discipline that applies 

mathematical and statistical methods to 

assess risks in the insurance and financial 

industries. Actuarial science encompasses 

many interrelated disciplines, including 

probability, mathematics, statistics, finance, 

economics, financial economics, and 

computer programming. Historically, 

actuarial science has used deterministic 

models in the construction of Form and 

premiums. 

Agricultural Engineering 

Agricultural engineering is the engineering 

discipline that applies engineering science 

and technology to agricultural production and 

processing. Agricultural engineering 

combines the disciplines of animal biology, 

plant biology, and mechanical, civil, 

electrical, and chemical engineering 

principles with knowledge of agricultural 

principles. 
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 Biomedical applications 

Biomedical applications are design concepts 

in medicine and biology. This field seeks to 

bridge the gap between 4044 engineering and 

medicine: it combines the design and 

problem-solving skills of engineering with 

medical and biological sciences to advance 

healthcare, including the diagnosis, 

monitoring, treatment and therapy. 

Civil Engineering 

Civil engineering is the professional 

discipline of engineering concerned with the 

design, construction,and maintenance of the 

physical and natural built environment, 

including structures such as roads, bridges, 

canals, dams and buildings. Civil engineering 

operates at all levels: the public sector, from 

municipalities to national governments, and 

the private sector, from individual owners to 

international corporations. 

Computer Engineering 

Computer engineering is a discipline that 

combines various fields of electrical 

engineering and computer science necessary 

for the development of computer systems. 

Computer engineers are typically educated in 

Electrical Engineering, Software Design, and 

Software and Hardware Integration, rather 

than Software Engineering or Electrical 

Engineering only. Computer engineers are 

involved in many hardware and software 

aspects of computers, from the design of 

individual microprocessors, personal 

computers, and supercomputers to circuit 

design. This area of engineering is not only 

concerned with the operation of 

Computer systems themselves, but also with 

how they are integrated into the larger 

Picture. 

 Crime Forecasting 

Crime forecasting is a planning tool that 

helps manage crime in our society in a 

number of ways.  

A crime is a violation of a rule or law for 

which certain governing bodies may 

ultimately convict. Crimes can also result in 

a warning, pardon, or non-execution. With 

the help of crime prediction, we can reduce 

crime in our society. 

Image processing  
In imaging, image processing is any form of 

signal processing in which the input is a 

image, such as a photograph or video image; 

the output of the image processing can be 

either an image or a set of attributes or 

parameters associated with the image. Most 

image processing techniques involve 

processing an image as a two-dimensional 

signal and applying standard signal 

processing techniques to it.  

Nanotechnology 

Nanotechnology is the manipulation of 

matter at the atomic and molecular scale. 

In general, nanotechnology is applicable to 

materials, devices, and other structures with 

at least one dimension ranging from 1 to 100 

nanometers. Nanotechnology involves 

applications in scientific fields such as 

surface science, organic chemistry, molecular 

biology, semiconductor physics and micro-

fabrication. Performs a "most likely" match 

of entries, taking into account their statistical 

variation. 

Pattern recognition  
It is studied in many fields, including 

psychology, psychiatry, and behavior, 

cognitive science, traffic, and computer 

science. 

Smart Instruments  
As smart devices become ubiquitous, the 

challenge is to connect sensors and actuators 

through smart systems. A major problem is 

the ever-increasing number of 

communication protocols, and there is no 

single standard. The challenge is to 

intelligently connect smart instruments so 

that devices can communicate over multiple 

protocols.  

 

4. CONCLUSION 

 

As soft computing advances in disciplines 

such as physics, chemistry, biology, and 

materials science, computer scientists need to 

be aware of their role in preparing for greater 

advances in soft computing in the future. This 

article describes different areas of software 
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computing. The successful application of 

software computing and the rapid growth of 

indicate that the influence of software 

computing will increase in the coming years. 

It encourages the integration of soft 

computing techniques and tools in common 

and advanced applications. It is hoped that 

this soft review will benefit computer 

scientists willing to contribute their work to 

the field of soft computing. 
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Abstract: Cloud computing has seen rapid growth in recent years, bringing with it revolutionary changes to how 

businesses and individuals access, store, and process data. To harness the full potential of the cloud, there must 

be a thorough understanding of the topics like data management, security, scalability, cost-efficiency, and network 

architecture. But to ensure the technology reaches its full potential, providers need to understand the legal, 

financial, security, and compliance implications of the cloud. While understanding the issues from both provider 

and customer perspectives is essential, such as performance, cost, security and privacy, cloud computing promises 

to revolutionize the way computing is handled and provide huge scalability and flexibility. 

 

Introduction To Cloud Computing:- 
Cloud computing is in the demand of 

computing resources from remote servers 

through the internet. Resources can be 

services, software, applications, and 

hardware. It is commonly referred to as 

Software as a Service (SaaS) or Infrastructure 

as a Service (IaaS). Cloud computing allows 

users to access data and services from 

anywhere in the world. The combination of 

hardware, software, and applications is 

provided over the internet as  SaaS. It gives 

users scalability, redundancy, and flexibility, 

allowing them to access services from private 

and public servers. The low-level 

infrastructure and the higher-level platform 

are not alike as they share many similarities. 

Grid computing is used from high-

performance computing and proposes shared 

computing resources for more efficient use of 

materials. All these elements together form a 

framework to enable better IT services. They 

can provide the same service and make a grid 

computing system supporting shared 

computer resources. Ultimately, their 

combination can result in powerful 

computing capabilities.[1-2] 

The public cloud is a pay-as-you-go cloud 

service that provides utility computing, 

powered by a data center's hardware and 

software. It offers customers cost-efficiency, 

scalability, and reliable access to resources 

anytime, anywhere. Private clouds are 

internal data centers of a business or 

organization where cloud computing is used 

for the benefit of the organization.[3] This 

cloud computing is not accessible to the 

public, but it allows the organization to use 

its existing resources to store, manage and 

process data securely. [2] 

Cloud computing is an umbrella term 

encompassing SaaS and utility computing, 

where users can access and provide a variety 

of services hosted in the cloud. It excludes 

small and medium-sized data centers that 

make use of virtualization for enabling 

resource optimization. illustrates cloud user-

provider relationships, with users accessing 

services from providers and providers 

delivering cloud services. [2] However, 

actors can have multiple roles, such as a 

cloud provider hosting customer-facing 

services. These relationships require careful 

management to ensure mutually beneficial 

outcomes for all involved. [1]   
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Top 10 Obstacles and Opportunities for 

Cloud Computing:- 
1. Business Continuity and Service 

Availability  

Business continuity and 

service availability are essential to 

ensuring all operations are running 

efficiently. It ensures that, in the 

event of a crisis, all services and 

products remain available while 

minimizing any losses and damages. 

Business continuity plans help 

ensure services are not interrupted 

and ensure users can access services 

and products quickly and safely. 

Cloud computing can appear 

intimidating due to concerns over 

availability. However, many existing 

SaaS products, such as Google 

Search, demonstrate that high levels 

of availability are possible. It can 

provide reliable, heavy-duty services 

to a large number of users at once, 

with only brief periods of 

maintenance needed. [7] 

2. Data Lock-In 

Cloud computing storage 

APIs remain largely proprietary and 

unstandardized, meaning data and 

programs can't be easily transferred 

between sites. This limits 

interoperability and makes it hard for 

customers to switch from one 

platform to another. Organizations 

must address the issue of extracting 

data from cloud platforms if they 

want to continue to reap the benefits 

of cloud computing. But, they must 

also consider the lurking danger of 

customer lock-in, which can cause 

price hikes, reliability issues, or 

worse, the provider going out of 

business.[6] Organizations must 

assess the risks and benefits of cloud 

computing to ensure a smooth and 

successful transition. 

3. Data Confidentiality/Auditability 

To ensure data security, 

companies must carefully research 

cloud computing providers and 

analyze their security features. 

Regulations like GDPR provide 

safeguards against data misuse and 

must be taken into account when 

choosing a provider. It’s also 

important to take a holistic approach 

to security, reviewing policies 

around access, encryption, and 

backup.[3] By taking the necessary 

steps, companies can rely on cloud 

computing to keep data secure. The 

security requirements for cloud 

computing include confidentiality, 

integrity, availability, authentication, 

access control, and auditability. 

Compliance must be met with 

regulations such as Sarbanes-Oxley 

and HIPAA to ensure corporate data 

is secure. [3] 

4. Data Transfer Bottlenecks 

Clouds store data across 

multiple boundaries, complicating 

data placement and transport. Data 

transfer costs can be expensive, 

ranging from $100 to $150 per 

terabyte, creating an added cost for 

data-intensive applications. This 

makes data transfer costs an 

important factor to consider when 

evaluating solutions. Amazon's 

CloudFront service minimizes costs 

by considering placement and traffic 

at every level.[9] This helps ensure 

traffic is routed efficiently and 

economically, eliminating 

unnecessary costs associated with 

moving data crossed networks. AWS 

customers also benefit by placing 

their cloud data close to the 

geographic location of the user to 

reduce latency. This thoughtful 

approach to placement allows users 

to experience the quickest, most 

cost-effective performance. [7] 

5. Performance Unpredictability 

VMs can generally share 

CPUs and main memory quite 

effectively, but disk I/O and network 

I/O sharing can be more challenging. 
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As a result, different EC2 instances 

may experience varying levels of 

performance when it comes to disk 

and network I/O operations. This can 

lead to stark differences in their 

performance. The average disk 

bandwidth was found to be 

5,660MBytes/sec, with a standard 

deviation of 99MBytes/sec, 

representing just under 2% of the 

mean. This demonstrates the high 

level of performance of EC2 for 

memory and disk operations. The 

mean disk writes bandwidth across 

instances is around 55MBytes/sec 

with a standard deviation of 

9MBytes/sec. This shows high 

variance, demonstrating the problem 

of I/O interference between virtual 

machines. Variance is approximately 

16% of the mean, highlighting the 

potential effect of such interference. 

[10] 

6. Scalable Storage 

Cloud computing allows 

users to access computing power and 

storage as per requirement, without 

any upfront investment. Resources 

can be scaled up or down quickly 

depending on changing workloads, 

so users only pay for what they use. 

Its elasticity and scalability, along 

with its infinite capacity, give 

organizations the ability to quickly 

adjust their IT resources as business 

needs change.[5] This makes cloud 

services cost-effective and 

impressive to many businesses. The 

opportunity, which is still an open 

research problem, is to create a 

storage system that would not only 

meet existing programmer 

expectations regarding durability, 

high availability, and the ability to 

manage the data, but combine them 

with the cloud advantages of scaling 

arbitrarily up and down on demand. 

7. Bugs in Large-Scale Distributed 

Systems  

Effective debugging of 

errors in cloud computing requires 

debugging at scale in production data 

centers, instead of smaller 

configurations where the bug can't be 

reproduced reliably. This can be a 

difficult challenge, as large-scale 

distributed systems can be complex 

and difficult to troubleshoot. 

However, with the right tools and 

techniques, these issues can be 

addressed quickly and effectively.[6] 

Cloud computing relying on virtual 

machines offers opportunities for 

SaaS providers to take advantage of 

the cost savings and increased 

performance of VMs to manage their 

infrastructure. Virtualization is 

essential for modern businesses, 

allowing for scalability and 

efficiency. By leveraging the power 

of virtualization, SaaS providers can 

reap the benefits of cloud computing. 

 
 

8. Scaling Quickly 

Storage and network 

bandwidth are based on a pay-as-

you-go model, charging users for 

bytes used. With Google App 

Engine, computation is charged 

based on cycles used and 

automatically switches to match the 

load. AWS charges for the usage of 

their services on an hourly basis. 

This includes the number of 

instances running, storage used, and 

data transferred. Even if the 

instances are idle, you will still incur 

charges. To avoid these charges, be 

sure to terminate any instances that 
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you no longer need. [2] This provides 

an opportunity to save money by 

automatically scaling up and down to 

meet changing load demands, while 

still meeting service-level agreement 

requirements. By scaling correctly, 

businesses can minimize costs while 

still meeting customer needs. 

9. Reputation Fate Sharing 

Cloud customers can protect 

their reputation by using reputation-

guarding services, such as "trust 

seals" or verification services. These 

services help ensure that a customer's 

data won't be jeopardized by other 

customers' bad behavior. Cloud 

customers can protect their 

reputation by using reputation-

guarding services, such as "trust 

seals" or verification services. These 

services help ensure that a customer's 

data won't be jeopardized by other 

customers' bad behavior.[1] 

Additionally, they can monitor EC2 

IP addresses and alert customers if 

their reputation is at risk. Doing so 

can allow cloud customers to quickly 

remediate any security threats. This 

transfer of legal liability is a tricky 

matter, as cloud computing providers 

generally want to absolve themselves 

of responsibility, while customers 

are not willing to take on the risk or 

financial penalties that can come 

with this. Companies need to review 

and negotiate the legal liability 

clauses in cloud computing contracts 

properly, to minimize any possible 

issues. [8] 

10. Software Licensing 

Software licenses restrict the 

computers on which the software can 

be used and often require users to pay 

an annual maintenance fee. For 

example, SAP recently announced an 

increase in their annual maintenance 

fee to 22% of the purchase price of 

the software. This fee requirement is 

meant to ensure that users stay up to 

date with new software versions and 

patches that can both add features 

and improve security.[10] Utility 

computing is designed to provide 

resources on demand, making it 

difficult to use the traditional pay-as-

you-go licensing model commonly 

used with commercial software. As a 

result, cloud computing providers 

have historically turned to open-

source software, as its more flexible 

licensing better matches their utility 

computing capabilities. 

Technical Issues in Cloud Computing:- 

To help cloud computing take root, it will be 

necessary to adapt various mature 

technologies to the cloud computing 

paradigm. I list some of them below:- 

1. Cloud computing software platform   

Researchers have studied 

Hadoop as an open-source cloud 

computing platform for its potential 

for efficient and cost-effective 

hosting and storage. It has proven to 

deliver a successful and reliable 

cloud infrastructure, and it is now 

considered a viable option for 

organizations looking to reduce their 

costs while optimizing performance. 

Future research is needed to 

understand and improve the overall 

performance of the platform. [11] 

2. Collaboration applications  

Such means of collaboration 

as chat, instant messaging, internet 

phone calls, etc. will be added to 

various popular applications. Google 

Docs spreadsheets already make it 

possible for multiple users to chat 

while editing a spreadsheet together. 

[12] 

3. Application and data integration 

across clouds  

The research on these 

subjects can leverage the available 

EAI, EII, and ESB technologies. 

4. Continuing work on multimedia 

transmission and data mining  

To increase the efficiency of 

cloud computing, research into 

methods of faster data transmission 
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across networks is needed. 

Additionally, various data mining 

techniques need to be developed to 

effectively analyze large volumes of 

user-generated data to gain 

meaningful insights. With increased 

research and development in these 

areas, cloud computing can be 

further revolutionized. 

5. Service management  

With the increasing use of 

multiple clouds, there is a need to 

explore new methods for discovering 

and using different cloud services. 

This presents a challenge as it 

requires revisiting existing service-

oriented research in a cloud 

computing context to develop new 

strategies for service discovery, 

orchestration, and composition. 

Conclusion:- 
Modern companies must make the most out 

of their resources and capitalize on 

innovation to stay competitive. This means 

employees, partners, and users need efficient 

collaboration tools and platforms to facilitate 

their development and success. With these 

tools, businesses can unlock the potential of 

their teams, capitalize on promising ideas, 

and get ahead of the competition. Cloud 

computing infrastructures offer businesses 

several benefits, including improved 

efficiency through optimized use of IT 

resources, faster deployment of innovations, 

and cost savings. Companies of any size can 

take advantage of this next-generation 

technology, giving them an edge in the 

competitive marketplace. Cloud computing 

reduces costs and increases profitability by 

providing resources on demand and 

simplifying the procurement process. This 

improved resource utilization leads to lower 

operational costs while allowing teams and 

organizations to quickly launch projects. 
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Abstract: Facial recognition is a rapidly advancing technology that has attracted significant attention in recent 

years. Machine learning algorithms have played a critical role in the development of facial recognition systems, 

enabling accurate and efficient face detection, alignment, and recognition. In this review paper, we provide an 

overview of the state-of-the-art techniques for facial recognition using machine learning algorithms. We discuss 

the most popular algorithms, including Convolutional Neural Networks (CNNs), Support Vector Machines 

(SVMs), Principal Component Analysis (PCA) and Hidden Markov Models (HMMs). We also highlight the most 

significant challenges facing facial recognition technology, including privacy and security concerns. Lastly, we 

discuss the potential applications of facial recognition, ranging from security and surveillance to healthcare and 

entertainment. Overall, this review paper provides a comprehensive understanding of the current state of Facial 

Recognition Technology (FRT) using machine learning algorithms and its future scope. 

Keywords: Facial recognition, Machine Learning Algorithms, CNN, SVM, PCA, HMM, FRT. 

 

1. Introduction: 

Facial recognition technology has become a 

popular research area in recent years, with the 

increasing need for efficient and accurate 

ways to identify individuals in various 

applications. Machine learning algorithms 

have played a vital role in improving the 

accuracy and reliability of facial recognition 

systems. In this review paper, we discuss the 

current state-of-the-art in facial recognition 

using machine learning algorithms and 

provide an overview of the challenges and 

future directions in this field [1]. 

The basic idea behind facial recognition is to 

use algorithms that can detect and analyze the 

unique features of a person's face, such as the 

distance between the eyes, the shape of the 

nose, and the size of the mouth. These 

algorithms use a combination of image 

processing techniques, pattern recognition, 

and machine learning algorithms to identify 

individuals in real-time. 

The process of facial recognition involves 

several steps, including face detection, face 

alignment, feature extraction, and face 

matching. In the face detection stage, the 

algorithm locates the face in the image and 

separates it from the background. The face 

alignment step adjusts the image so that the 

face is in a standard pose, such as facing 

forward with the eyes level. The feature 

extraction stage analyzes the face to identify 

key facial features, such as the location of the 

eyes, nose, and mouth. Finally, in the face 

matching stage, the algorithm compares the 

extracted features with those in a database of 

known faces to determine a match. 

The paper is organized as follows. In section 

2, related work of facial recognition 

technology is described. Starting with a brief 

description of Machine Learning Algorithms 

for Face Recognition (CNN-Based Facial 

Recognition, SVM-Based Facial 

Recognition, PCA-Based Facial 

Recognition, and Hidden Markov Models) in 

section 3, Comparisons   are described in 

sections 4. Challenges are described in 

section 5. Some conclusions and future work 

are then given in section 6. 

2. Related Work:  

Machine learning is a branch of artificial 

intelligence that deals with the design and 

development of algorithms. It is a process of 

teaching computers to learn from data and 

involves developing algorithms that can 
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automatically detect patterns in data and then 

make predictions based on those patterns. 

This contrasts with traditional programming, 

where the programmer writes code that 

explicitly tells the machine what to do.  

Q. Liu et al. [2] in this paper, the detailed 

overview of current security risks from two 

aspects: the preparation process and the 

testing process. Machine learning security 

threats were categorized into different 

categories. A description of relevant works 

on machine learning security was then 

issued. Illustration of poisoning attacks was 

given and also types of poisoning. A 

comparison was offered for various 

strategies of attacking against machine 

learning. They illustrated and compared 

different defensive techniques. Then trends 

in research into safety risks and defensive 

machine learning strategies were provided. 

Ishan Ratn Pandey, et al. [3], presented an 

empirical assessment of the CNN 

architecture-based face recognition system. 

The prominent features of the proposed 

algorithm is that it uses batch normalization 

for the outputs of the first and final 

convolution layers and higher accuracy rates 

are achieved by the network. Softmax 

Classifier is used to classify the faces in a 

fully connected layer step. Our Face 

Database tested the performance of the 

proposed algorithm. The results showed 

satisfactory rates of recognition according to 

literature studies. 

Sunardi et al., [4] in this paper the SVM 

machine learning algorithm was successfully 

implemented on a raspberry pi 4b-based 

recognition device with increased 

performance based on model testing. SVM is 

suitable to be applied to mini-computers such 

as raspberry pi because this algorithm is 

efficient in image classification, fast in the 

training process, and real-time processing so 

that it saves resources such as memory. The 

dataset model implemented on the raspberry 

pi device can recognize faces in real-time, 

but there are still errors in recognizing faces. 

This is because the variation of sample data 

during training is less varied and the effect of 

lighting during the face image recognition 

process is in real-time. 

Priyanka Chilap et al. [5], described the 

student attendance system will be helpful for 

many as it is simple, efficient, time saving 

and cost effective. The use of machine 

learning algorithms makes it an easier and 

reliable system which can be made by anyone 

according to their requirement. 

E. García Amaro et al. [6] in this paper, a face 

detection algorithm is used to extract the face 

from video frames and creating a database. 

Next, preprocessing is performed on images 

of faces obtained. Next, specific ML 

algorithms are trained using images of faces 

obtained as inputs. And then, classifiers are 

used to classify. Results show that this 

approach is suitable for analyzing videos 

where previous face labels are not available. 

Kavita and Rajender Singh Chhillar [7] 

concludes possible solutions for issues come 

during the recognition of a face with different 

techniques and datasets. Also, analyze that 

there is no single method that solves all 

challenges. Therefore, design an algorithm 

that reduces the respective issue. It has been 

concluded that several kinds of research 

provide better accuracy after compression. 

Facial recognition technology involves 

capturing an image of a person's face and 

comparing it to a database of previously 

stored images to identify the person. Machine 

learning algorithms are used to train the 

system to recognize specific facial features 

and patterns, making it more accurate over 

time. Some of the popular machine learning 

algorithms used in facial recognition include 

Convolutional Neural Networks (CNN), 

Support Vector Machines (SVM), Principal 

Component Analysis (PCA) and Hidden 

Markov Models (HMMs) [8]. 

3. Machine Learning 

Algorithms for Face 

Recognition: 

3.1 CNN-Based Facial Recognition 

CNNs are a popular deep learning algorithm 

that has shown remarkable performance in 
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image recognition tasks, including facial 

recognition. The algorithm involves several 

layers of convolutional and pooling layers 

that extract features from the input image. 

The features are then passed through fully 

connected layers to perform classification. 

One of the advantages of using CNNs in 

facial recognition is that they can handle 

variations in lighting, pose, and facial 

expression. Moreover, CNNs can learn the 

relevant features from the images 

automatically, making them more accurate 

than traditional methods [9]. 

 

Fig. 1: Face detection based on Deep 

Convolutional Neural Networks exploiting 

incremental facial part  

3.2 SVM-Based Facial Recognition 

SVM is a supervised machine learning 

algorithm that can be used for classification 

and regression tasks. In facial recognition, 

SVM is used to learn a decision boundary that 

separates the different classes of facial 

images. SVM works by mapping the input 

data to a high-dimensional space and finding 

the hyperplane that maximally separates the 

classes. SVM has shown good performance 

in facial recognition tasks, particularly when 

combined with feature extraction techniques 

such as PCA or Local Binary Patterns (LBP) 

[10]. 

 

Fig. 2: SVM Coupling Algorithm of Image 

Recognition  

3.3 PCA-Based Facial Recognition 

PCA is a statistical technique used to reduce 

the dimensionality of the data by projecting it 

onto a lower-dimensional space. In facial 

recognition, PCA is used to extract the most 

significant facial features from the input 

image [11]. The extracted features are then 

used to train a classifier for identification. 

PCA-based facial recognition has shown 

good performance in applications where the 

number of training samples is limited. 

However, PCA has limitations in handling 

variations in lighting and facial expression 

[12]. 

 

Fig. 3: PCA-Based Facial Recognition 

 

3.4 Hidden Markov Models (HMMs) 

HMMs are not commonly used as the 

primary machine learning algorithm in facial 

recognition. However, they can be used in 

certain aspects of facial recognition, such as 

facial expression recognition and lip-reading 

[13]. 
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Facial expression recognition involves 

analyzing facial features such as eyebrow 

movement, eye blinking, and mouth shape to 

infer the emotional state of an individual. 

HMMs can be used to model the temporal 

dependencies between different facial 

expressions in a sequence, allowing for more 

accurate recognition of emotional states [14]. 

Similarly, lip-reading involves analyzing the 

movement of the lips to infer the spoken 

words of an individual. HMMs can be used to 

model the temporal dependencies between 

different phonemes (speech sounds) in a 

sequence, allowing for more accurate lip-

reading. 

In both cases, HMMs are used to model the 

sequence of observations (facial expressions 

or lip movements) and the sequence of 

hidden states (emotions or spoken words) 

that generate them. By modeling the temporal 

dependencies between these sequences, 

HMMs can improve the accuracy of facial 

expression recognition and lip-reading in 

certain contexts [15]. 

 

Fig. 4: Training data and states for ergodic 

HMM 

4. Comparisons: 

Convolutional Neural Networks (CNNs), 

Support Vector Machines (SVMs), Principal 

Component Analysis (PCA), and Hidden 

Markov Models (HMMs) are all machine 

learning algorithms that can be used for 

various tasks, including facial recognition. 

CNNs are commonly used for image 

recognition tasks, including facial 

recognition. They have the ability to learn 

complex features from images by using a 

series of convolutional layers that extract 

relevant features from the image. CNNs are 

known to achieve high accuracy on facial 

recognition tasks, especially when trained on 

large datasets [17]. 

SVMs are a type of supervised learning 

algorithm that can be used for classification 

tasks, including facial recognition. SVMs 

work by finding the optimal boundary that 

separates different classes in a dataset. SVMs 

are known for their ability to handle high-

dimensional data, making them well-suited 

for facial recognition tasks that involve many 

features [16]. 

PCA is a popular unsupervised learning 

algorithm that can be used for feature 

extraction in facial recognition. PCA works 

by reducing the dimensionality of the input 

data by identifying the most important 

features that contribute to the variance in the 

dataset. PCA is known for its simplicity and 

efficiency, making it a popular choice for 

facial recognition tasks [17]. 

HMMs are a type of probabilistic model that 

can be used for sequence recognition tasks, 

including facial expression recognition and 

lip-reading. HMMs work by modeling the 

temporal dependencies between different 

features in a sequence. HMMs can improve 

the accuracy of facial expression recognition 

and lip-reading in certain contexts [18]. 

In terms of accuracy, CNNs are generally 

considered to be the most effective algorithm 

for facial recognition tasks. However, SVMs, 

PCA, and HMMs can also be effective in 

certain contexts, depending on the specific 

task and dataset. Additionally, CNNs can be 

computationally intensive and require large 

amounts of training data, whereas SVMs, 

PCA, and HMMs can be more 

computationally efficient and require less 

data. Ultimately, the choice of algorithm will 

depend on the specific requirements and 

constraints of the facial recognition task [19]. 

5. Challenges: 

Even the remarkable progress in facial 

recognition using machine learning 

algorithms, there are still several challenges 

that need to be addressed. One of the 

significant challenges is the need for large 

amounts of training data to train the models 

effectively. There is a need to develop more 

robust and fair facial recognition systems that 
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can handle different demographics and 

provide accurate results. 

Another area of research is the development 

of real-time facial recognition systems that 

can work in challenging environments such 

as low-light conditions or fast-moving 

scenes. There is also a need to develop facial 

recognition systems that can handle 

occlusion, where part of the face is covered 

or hidden. 

6. Conclusion and Future work:  

Machines are getting smarter, and there is no 

denying that. At this point, it is your choice 

to make whether you want to sit back and 

watch the machines get smarter or do you 

want to actively be a part of this change. The 

best part about this field is that it is open to 

and invites people from all different 

backgrounds, ranging from computer science 

to psychology, economics to electrical 

engineering, and more.  

Facial recognition using machine learning 

algorithms has shown remarkable progress in 

recent years, with CNN, SVM, PCA and 

HMM being the most popular algorithms 

used. Overall, facial recognition technology 

has significant potential in various 

applications, including security, surveillance, 

and identification. 

In this paper, we have conducted a 

comparative study of CNNs, SVMs, PCA, 

and HMMs. Our analysis reveals that CNNs 

outperform SVMs, PCA, and HMMs in 

image classification tasks, particularly in 

cases where the images are complex or 

contain multiple objects. CNNs are able to 

learn hierarchical representations of the 

image data and identify complex features that 

may be missed by other algorithms. 

SVMs are effective in binary classification 

problems where the dataset is relatively small 

and the features are well-defined. SVMs can 

handle high-dimensional data and are 

relatively easy to interpret. PCA is 

particularly effective in cases where the 

dataset contains a large number of features 

that are highly correlated. HMMs are 

effective in modeling sequential data, such as 

speech or text, where there is a temporal 

component to the data. HMMs can capture 

the underlying structure of the data and 

identify patterns that may be missed by other 

algorithms. 

Overall, each of these algorithms has its 

strengths and weaknesses, and the choice of 

algorithm depends on the specific problem 

being addressed. Researchers and 

practitioners should carefully consider the 

nature of the data and the objectives of their 

analysis when selecting an appropriate 

algorithm. 
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Abstract: Millions of individuals regularly share their ideas on various facets of life and different domains on the 

microblogging websites and platforms. Microblogging websites and Social media are great sources of informative data 

for sentiment analysis and opinion mining. Due to the rise in popularity of microblogging and use of social media sites, 

additional research is devoted on the subject. Twitter data, a fantastic microblogging tool and a remarkable 

communication tool for text and social web analysis, are the main resource for Sentiment Analysis of this literature. 

Using multiple standard algorithms, we attempt to categories the emotions, polarity of the opinion, computing 

evaluation visualizing the results and addressing the best algorithm out of all which revolves around the sentiment140 

dataset.  

Keywords: Sentiment Analysis, Sentiment140, SVM, Algorithms, Classification, Tweets, Python. 

 

1. Introduction:   
        Sentiment analysis is the process of 

computationally identifying and classifying the 

opinions conveyed in a text. Sentiment analysis 

describes broad techniques to gather polarity 

and subjectivity in opinion given in the text. It 

employs a lexicon-based method or a machine 

learning to analyze human feelings on a subject. 

The difficulty with sentiment analysis are the 

challenges faced during the identification of the 

human emotions represented in the tweets, text 

and reviews people post on various social 

media platforms. Recently, a lot of works have 

emphasized microblogging using Twitter. 

Given that Twitter is a significant source of 

Tweets, opinions which are brief words with 

user comments. Sentiment Analysis attempts to 

identify user attitudes and viewpoints about a 

specific subject or item [1].  

Sentiment analysis is a field of research which 

depends on techniques from Natural Language 

Processing (NLP), data(text) mining, machine 

learning and information retrieval with the 

objective of studying people’s opinions, 

behaviors, emotions, attitudes and beliefs about 

any entity such as product, event/topic, person 

or organization[2]. The purpose of such 

analysis is to classify the polarity of user’s 

sentiment as positive, negative and neutral. 

Classifying opinion regarding an interested 

entity helps in providing valuable information 

for decision making. Sentiment analysis has 

been classified into different levels:  

 Document level: which classifies the 

whole document text into positive or 

negative polarity. 

 sentence level: which extract the 

polarity of each sentence of a document 

into positive or negative polarity. 

 Aspect/feature level: which classify the 

sentiment polarity of each entity’s 

aspect or feature of a document [2]. 

The scientific discipline of machine learning 

enables computers to learn without explicit 

programming. Machine Learning investigates 

and develops algorithms that can use historical 

data to learn from and anticipate future 

outcomes in order to predict upcoming actions, 

results and trends [3]. We have studied multiple 

tools for performing machine learning 

techniques such as weka, R, Rapidminer, 

Matlab and Python. Among, Python provide 

promising result in more convenient way. 

Through this research we tried to cover: 

different tools and techniques of sentiment 

analysis and performance of different 

algorithms in sentiment analysis of large dataset 

Sentiment140. The rest of the paper is 

organized in the following way. Section 2 

discusses techniques of Sentiment Analysis. 

Section 3 reviews the methodology followed by 

Section 4 which discusses result and 

visualization. Section 5 and Section 6 

conclusion and references respectively. 

2. Techniques of Sentiment Analysis 

The techniques of Sentiment classification [4] 

is divided into: 
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 Lexicon based approach. 

 Machine learning approach. 

 

 

Figure 1: Sentiment Analysis Techniques 

(Source- [3]) 

Lexicon based approach- It is the bag of word 

approach which aggregates the sentiment 

scores of each word in the document to score it 

using a pre-made sentiment lexicon [5]. A word 

with the relevant sentiment score should be 

included in the pre-prepared sentiment lexicon. 

Vocabulary words in the negation form should 

be added to the lexicon as separate entries and 

given preference over the matching non-

negation terms. Negation terms can also be 

handled using straight forward rules. This 

strategy has a lot of drawbacks. As the majority 

of the time, more positive words do not always 

equate to a favorable review or vice versa in any 

other online text source, including online 

reviews. Most of the time, it is impossible to 

score papers from several domains using the 

same lexicon. A fresh set of sentiment lexicons 

should be created based on the characteristics of 

the target domain in order to address this. By 

bootstrapping from a smaller initial vocabulary, 

some research has been done to develop 

domain-specific sentiment lexicons for certain 

target domains [6]. 

Machine learning approach- Machine 

learning methodology consists of supervised, 

unsupervised and semi supervised categories. 

Each category is again sub divided as shown in 

figure 1. Supervised Learning methodology 

predicts attribute classes on the basis of given 

set of training values. It contains training and 

testing dataset. Training dataset is smaller 

which contain same attributes as testing dataset. 

It is more efficient and accurate. A training 

dataset created model test on test corpora 

contains the same attributes but no predicted 

attribute. Accuracy of model checked that how 

accurate it is to make prediction. Classification 

is a supervised learning used to find the 

relationship among attributes. Prediction hit 

rate is used to measure the accuracy of extracted 

rules that how true they are to make prediction 

by applying on test data [7]. It contains different 

methodology like SVM (Support Vector 

Machine), NB (Naïve Bayes), ME (Maximum 

Entropy), Decision Tree, etc [7]. In this 

research paper we have inspected 12 Algorithm 

for sentiment analysis - 9 machine learning 

approach, 2 lexicon approach and 1 LSTM deep 

learning model and compared there accuracies 

to conclude outcomes. 

3. Methodology 

We have followed following steps to do 

sentiment analysis.  

A. Dataset download: The Sentiment140 

dataset is a standard dataset with 1.6 million 

tweets, downloaded online from Kaggle.com. It 

allows to discover the sentiment of a brand, 

product, or topic on Twitter. The data is a CSV 

with emoticons removed. It contains 1,600,000 

tweets extracted using the twitter api. The 

tweets have been annotated (0 = negative, 4 = 

positive) and used to detect sentiment. 

Contents of the DataSet: It contains 

the following 6 fields. 

• target: the polarity of the tweet (0 = 

negative, 2 = neutral, 4 = positive) 

• ids: The id of the tweet (2087) 

• date: the date of the tweet (Sat May 16 

23:58:44 UTC 2009) 

• flag: The query (lyx). If there is no 

query, then this value is NO_QUERY. 

• user: the user that tweeted 

(robotickilldozr) 

• text: the text of the tweet (Lyx is cool) 

B. Preprocessing tweet: In this phase all the 

text data is cleansed off. All unnecessary white 

spaces, tabs, newline character is removed from 

the text. The URLs from the tweets are 

removed. The RT tag mentioned before every 

retweeted tweet is removed. All punctuations, 

numbers are also removed from the tweets. 

Unnecessary sparse terms are removed. The 

stopwords are removed from the tweets. All text 

is converted to lowercase to have consistent 

messages. Stemming is performed on each 

word of tweet.  
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C. Train the Model: As it is supervised 

classification, algorithms have to train the data. 

The data must be labelled with the 

corresponding class name. The first 80000 

tweets are used to train the machine learning 

model, and the last 80000 tweets will be set 

aside to test the model. 

D. Classification Based on the learning of 

trained model, the data are classified using 

standard algorithms. After that, the 

classification is summarized and performance 

evaluation is being carried out, where it check 

accuracy of classifiers. 

Following are the algorithms executed on 

Sentiment140 dataset: - 

i. Naive Bayes: Naive Bayes is a simple 

multiclass classification algorithm based on 

the application of Bayes’ theorem. Each 

instance of the problem is represented as a 

feature vector and it is assumed that the 

value of each feature is independent of the 

value of any other feature. One of the 

advantages of this algorithm is that it can be 

trained very efficiently as it needs only a 

single pass to the training data. Initially, the 

conditional probability distribution of each 

feature given class is computed and then 

Bayes’ theorem is applied to predict the 

class label of an instance [8]. in our study 

two variations of naïve bayes is used to find 

Accuracy. 

ii. Logistic Regression: Logistic regression is 

a regression model where the dependent 

variable can take one out of a fixed number 

of values. It utilizes a logistic function to 

measure the relationship between the 

instance class and the features extracted 

from the input. Although widely used for 

binary classification, it can be extended to 

solve multiclass classification problems [8]. 

iii. Decision Trees: The decision tree is a 

classification algorithm that is based on a 

tree structure whose leaves represent class 

labels while branches represent 

combinations of features that result in the 

aforementioned classes. Essentially, it 

executes a recursive binary partitioning of 

the feature space. Each step is selected 

greedily, aiming for the optimal choice for 

the given step by maximizing the 

information gain [8] 

iv. Textblob: TextBlob is a Python 2 and 

Python 3 library for processing textual data. 

It provides a simple API for diving into 

common natural language processing (NLP) 

tasks such as part-of-speech tagging, noun 

phrase extraction, sentiment analysis, 

classification, translation and more. 

Features of Textblob includes Noun phrase 

extraction, Part-of-speech tagging, 

Sentiment analysis, Classification (Naive 

Bayes, Decision Tree) Tokenization, 

(splitting text into words and sentences), 

Word and phrase frequencies, Parsing, n-

grams, Word inflection (pluralization and 

singularization) and lemmatization, Spelling 

correction etc [9]. 

v. VADER (Valence Aware Dictionary and 

Sentiment Reasoner): VADER is a lexicon 

and rule-based sentiment analysis tool that is 

specifically attuned to sentiments expressed 

in social media. VADER uses a combination 

of A sentiment lexicon is a list of lexical 

features (e.g., words) which are generally 

labeled according to their semantic 

orientation as either positive or negative. 

VADER not only tells about the Positivity 

and Negativity score but also tells how 

positive or negative a sentiment is [10]. 

vi. Support-vector machines: It is a learning 

machine for two-group classification 

problems introduced by [11]. It is used to 

classify the texts as positives or negatives. 

SVM works well for text classification due 

to its advantages such as its potential to 

handle large features. Another advantage is 

SVM is robust when there is a sparse set of 

examples and also because most of the 

problem are linearly separable [11]. In 

research Support Vector Machine have 

shown promising results in sentiment 

analysis. 

vii. SVC, or Support Vector Classifier: It is a 

supervised machine learning algorithm 

typically used for classification tasks. SVC 

works by mapping data points to a high-

dimensional space and then finding the 

optimal hyper plane that divides the data 

into two classes [11]. 

viii.   K-Nearest Neighbor: It is one of the 

simplest Machine Learning algorithms 

based on Supervised Learning technique. K-

NN algorithm assumes the similarity 
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between the new case/data and available 

cases and put the new case into the category 

that is most similar to the available 

categories. This algorithm stores all the 

available data and classifies a new data point 

based on the similarity. This means when 

new data appears then it can be easily 

classified into a well suite category by using 

K- NN algorithm. It can be used for 

Regression as well as for Classification but 

mostly it is used for the Classification 

problems. It is a non-parametric algorithm, 

which means it does not make any 

assumption on underlying data. It is also 

called a lazy learner algorithm because it 

does not learn from the training set 

immediately instead it stores the dataset and 

at the time of classification, it performs an 

action on the dataset [12]. 

ix.   An extra-trees classifier: This class 

implements a meta estimator that fits a 

number of randomized decision trees (a.k.a. 

extra-trees) on various sub-samples of the 

dataset and uses averaging to improve the 

predictive accuracy and control over-fitting 

[12]. 

x.   Random Forest: It is a popular machine 

learning algorithm that belongs to the 

supervised learning technique. It is used for 

both Classification and Regression 

problems in ML. It is based on the concept 

of ensemble learning, which is a process 

of combining multiple classifiers to solve a 

complex problem and to improve the 

performance of the model. As the name 

suggests, "Random Forest is a classifier 

that contains a number of decision trees 

on various subsets of the given dataset 

and takes the average to improve the 

predictive accuracy of that 

dataset." Instead of relying on one decision 

tree, the random forest takes the prediction 

from each tree and based on the majority 

votes of predictions, and it predicts the final 

output [12]. 

xi.   Long short-term memory (LSTM): It is 

an artificial neural network used in the fields 

of artificial intelligence and deep learning. 

Unlike standard feed forward neural 

networks, LSTM has feedback connections. 

Such a recurrent neural network (RNN) can 

process not only single data points (such as 

images), but also entire sequences of data 

(such as speech or video). For example, 

LSTM is applicable to tasks such as un 

segmented, connected handwriting 

recognition, speech recognition, machine 

learning, etc LSTM has become the most 

cited neural network of the 20th century. 

The name of LSTM refers to the analogy 

that a standard RNN has both "long-term 

memory" and "short-term memory". The 

connection weights and biases in the 

network change once per episode of 

training, analogous to how physiological 

changes in synaptic strengths store long-

term memories the activation patterns in the 

network change once per time-step, 

analogous to how the moment-to-moment 

change in electric firing patterns in the brain 

store short-term memories. The LSTM 

architecture aims to provide a short-term 

memory for RNN that can last thousands of 

time steps, thus "long short-term 

memory"[13]. 

4. Experiment and Results 

After downloading the large dataset from the 

kaggle website, containing 1.6 million tweets as 

described in the above section, total 12 

algorithms were implemented on the large 

dataset Sentiment160 using python as tool 

shown in Figure 2. The results are shown in the 

Table 1. Figure 3 shows about the Accuracy of 

the algorithms vs the standard algorithms 

implemented on the large dataset. 

 

 

Figure 2: Methodology 

 

Algortihms

Classification Result

Preprosessing

Train Test

Steps Involved for finding Results

Dataset Download From Kaggle
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Sr. 
No. 

Name of the Algorithm  
Accuracy 
Values 

1. Support Vector Machine  80.8% 

2. Support Vector Classifier  80.5% 

3. KNN (K-nearest neighbors)  79..3% 

4. 
LSTM Deep Learning  
Model  

78.18% 

5. Logistic Regression  77.9% 

6. Random Forest  77.2% 

7. Naïve Bayes multinomial  76.2% 

8. Naïve Bayes with TF-IDF  75.0% 

9. Extra Tree Classifier  73.0% 

10 Decision Tree  69.1% 

11. Vader  48.5% 

12. Textblob  40.1% 

Table 1: Different Machine Learning algortims and the accuracy values.  

(Source: compiled by researcher)

 

 
Figure 3: Accuracy of Algorithms. Source (Compiler by researcher) 

5. Conclusion 

Sentiment Analysis is the biggest field of research 

where different approaches are employed and tools are 

developing to measure the sentiments. Twitter is     

widely used social media platform for collecting data 

on which Sentiment Analysis is performed. 

Sentiment140 is the best dataset on which different 

machine learning techniques can be used as this dataset 

contain 1.6 million tweets. In our research we tested 12 

techniques from machine learning and the result 

indicted that SVM (Support Vector Machine) gave the 

highest Accuracy value followed by SVC (Support 

Vector Classifier). All the other algorithms accuracy 

values are also good as the dataset quite being such 

large with millions of tweets. TextBlob and Vader gave 

the lowest accuracy value.  

References 

1. Behera, Rabi & Dash, Sujata & Roy, Manan. (2015). A        

Novel Machine Learning Approach for Classification of 

Emotion and Polarity in Sentiment140 Dataset. 

2. Osamah A.M Ghaleb1, Anna Saro Vijendran2, The 

challenges of sentiment analysis on social web 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 385 

 

communities, International Journal of Advance 

Research in Science and Engineering,volume 

6,Issue no. 12, December 2017. 

3. Osamah A.M Ghaleb1, Anna Saro Vijendran Kaur, 

Chhinder & Sharma, Anand. (2020). Twitter 

Sentiment Analysis-A Review Study. 

Researchgate.net 

4. P.Kalarani, Dr.S. Selva Brunda,” An Overview on 

Research Challenges in Opinion Mining and 

Sentiment Analysis”, International Journal of 

Innovative Research in Computer and 

Communication Engineering, Vol. 3, Issue 10, 

October 2015. 

5. S. Kannan,S. Karuppusamy, A. Nedunchezhian, P. 

Venkateshan, P. Wang, N. Bojja, A. 

Kejariwal,Chapter 3 - Big Data Analytics for Social 

Media,Editor(s): Rajkumar Buyya, Rodrigo N. 

Calheiros, Amir Vahid Dastjerdi,Big Data,Morgan 

Kaufmann,2016,Pages 63-94,ISBN 

9780128053942, 

6. Neha Gupta, Rashmi Agrawal,Chapter 1 - Application 

and techniques of opinion mining,Editor(s): Siddhartha 

Bhattacharyya, Václav Snášel, Deepak Gupta, Ashish 

Khanna,In Hybrid Computational Intelligence for Pattern 

Analysis and Understanding,Hybrid Computational 

Intelligence, Academic Press,2020,Pages 1-23,ISBN 

9780128186992 

7. Kawade, Dipak. (2017). Sentiment Analysis: Machine 

Learning Approach. International Journal of Engineering 

and Technology. 09. 2183-2186.  

8. Gilberto Francisco Martha de Souza, Adherbal Caminada 

Netto, Arthur Henrique de Andrade Melani, Miguel 

Angelo de Carvalho Michalski, Renan Favarão da Silva, 

Chapter 6 - Engineering systems' fault diagnosis 

methods, Editor(s): Gilberto Francisco Martha de Souza, 

Adherbal Caminada Netto, Arthur Henrique de Andrade 

Melani, Miguel Angelo de Carvalho Michalski, Renan 

Favarão da Silva, In Advances in Reliability Science, 

Reliability Analysis and Asset Management of 

Engineering Systems, Elsevier, 2022, Pages 165-187, 

ISBN 9780128235218. 

9. https://textblob.readthedocs.io/en/dev/ 

10. https://www.geeksforgeeks.org/python-sentiment-

analysis-using-vader/ 

11. Zainuddin, Nurulhuda & Selamat, Ali. (2014). Sentiment 

analysis using Support Vector Machine. I4CT 2014 - 1st 

International Conference on Computer, 

Communications, and Control Technology, Proceedings. 

333-337. 10.1109/I4CT.2014.6914200. 

12. https://www.javatpoint.com/k-nearest-neighbor-

algorithm-for-machine-learning 

13. Abu Kwaik, Kathrein & Saad, Motaz & Chatzikyriakidis, 

Stergios & Dobnik, Simon. (2019). LSTM-CNN Deep 

Learning Model for Sentiment Analysis of Dialectal 

Arabic. 10.1007/978-3-030-32959-4_8. 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 386 

 

RESUME BUILDER APPLICATION 
 

Mrs. Akruti Bhagat1, Prof. Sandhya Dahake2 
1Dept. of MCA, G. H. Raisoni Institute of Engineering and Technology Nagpur 
2HOD, Dept. of MCA, G. H. Raisoni Institute of Engineering and Technology, 

Nagpur 
 
Abstract: Nowadays there is a tough competition for getting a job and one of the biggest trials for many job-

seekers is creating the perfect resume. The resume is the very first thing that a potential employer encounters 

regarding an applicant and is used to screen applicants, often followed by an interview. This research paper 

aims to specify a method for creating resumes in a very simpler and user friendly way. We are proposing an 

application that will help applicants in creating resumes by simply taking their information as input. Resume 

builder application allows users to login/signup via OTP verification and let them create, update, delete, view 

and save their resume in pdf format. 

 

I. INTRODUCTION  

This is an application that helps us 

to build a resume for individuals. The 

system is malleable for creating an 

appropriate resume according to 

qualification by reducing the need of 

thinking. Usually individuals get confused 

while creating a resume especially fresher’s 

who are looking for new jobs. They are not 

much clear about what things and 

information must be included in a resume.  

This application will provide an easy way 

of developing a resume that will look like a 

professional resume [3].  

This application requires less 

human interruption and a user friendly app. 

Individuals just have to fill in the required 

fields of  the form such as  educational 

information, interest, skills, work 

experience and so on. The information 

given by the user will be stored in the 

system and generate a well-structured 

resume. Users will be able to create a 

resume in any format. The proposed 

application will reduce the manual work of 

individual as a person can get his resume in 

a formal format without any issues just by 

using this resume builder application. It is 

mainly focused on format by simply 

choosing the desired template and giving 

some necessary details to the application 

and the resume builder app will process this 

raw information into the finished resume 

easily [3]. 

II. LITERATURE REVIEW 

A. Manual Creation of Resume   

Long Back resumes were created 

manually by using MS Word and the format 

at that time was quite different. These are 

the fields that applicants used to mention in 

their resumes, in personal information 

applicants used to write their name, address 

and phone number. Applicants also used to 

mention their personal opinion in their 

resume. That time applicants used to 

mention their both early and recent 

education details. Applicants used to create 

either too short or too long resumes because 

at that time there were no standards set for 

ideal length of resumes.  

B. Inference Drawn From Conclusion  

Some inferences are drawn from 

literature review and research regarding 

what should be the length of a resume? 

What information should be included in a 

resume? What information should be 

avoided while writing a  resume? Ideally in 

personal information name, address, phone 

number, email address should be included 

and height, weight, religion, birth date, 

marital status should be avoided. Resumes 

of one page length are preferred more over 

resumes of two page length.  

III.PROBLEM STATEMENT AND 

SOLUTION APPROACH  

A. Problem in existing system  

The existing system is creating 

resumes manually either by using word or 

Google doc so there are some issues with 

the existing system. The existing system 

was suffering from a series of drawbacks. 

Since the whole of the system was to be 

maintained with hands the process of 
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keeping, maintaining and retrieving the 

information was very tedious and lengthy. 

The records were never used to be in a 

systematic order there used to be lots of 

difficulties in associating any particular 

transaction with a particular context If any 

information  was to be found  it was  

required  to go  through  the  different 

registers, documents there would  never 

exist anything like report generation There 

would always be unnecessary consumption 

of time while entering records and 

retrieving records One more problem was 

that it was very difficult to find errors while 

entering the records Once the records were 

entered it was very difficult to update these 

records.   

The reason behind it is that there is 

a lot of information to be maintained and 

has to be kept in mind while making the 

resume. The existing system is quite 

laborious and time taking. The existing 

system is time taking and difficult. Some 

applications and websites are also 

providing the facility to create resumes but 

those applications and websites are 

charging for the same so those systems are  

not cost effective. 

B. Proposed Work  

1) This app allows users to login/sign 

 
2} Application verifies users by sending 

them OTP 

 
3) This app allows and suggests users to 

choose from several creative and up-to-date 

templates to make their resume more eye-  

Catching to HR.  

4) This app generate resume according to 

the internationally recognized format of 

resume.  

5) This  app  does  the  proper  grammar  

and  spelling  check  of  the resume  for  the  

user  so  they  don’t  have  to  worry  about  

grammatical havocs.  

6) This app has 128 bit encryption of user 

data, so the user does not have to worry 

about data theft.  

7) This would be facilitating the employees 

to make and print their resumes in a proper 

format.  

8) This app automates the process of 

creating resumes by simply taking 

information as input from the us. 

 
a) Advantages  

i) It is free of cost.  

ii) It saves time for users   
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iii) It helps users to focus on content.  

iv) In application creation and modification 

are very simple and user-friendly tasks.  

  

C. Technology Used  

ReactJS : ReactJS is a popular JavaScript 

library that can be used to develop user 

interfaces for web applications, including a 

School HR Management System. React.js 

is a component-based library that enables 

developers to create reusable UI 

components that can be combined to create 

complex user interfaces.  

 
Fig: ReactJS 

 

NodeJS: Node.js is an open-source, back-

end JavaScript runtime environment that 

allows developers to build server-side 

applications. It is built on top of the Google 

V8 JavaScript engine and is known for its 

event-driven, non-blocking I/O model, 

which allows for efficient handling of 

multiple connections and requests 

simultaneously. Node.js has a large 

ecosystem of third-party modules and      

libraries that can be easily installed using 

Node Package Manager (NPM). It is 

popular for building real-time applications 

and is used by companies such as Netflix, 

LinkedIn, and PayPal. 

 

 
 

Fig: NodeJS 

MongoDB: MongoDB is an open-

source NoSQL document-oriented 

database that stores data in flexible, JSON-

like documents. It supports dynamic 

schemas, handles large amounts of 

unstructured data, and scales 

horizontally. MongoDB Query Language 

(MQL) is used to access data, and it has a 

set of powerful aggregation tools. It is used 

by companies such as Bosch, and Verizon.  

 

         Fig: MongoDB 

 

ExpressJS: ExpressJS is an open-source 

web application framework for Node.js. It 

provides tools and features for building 

web applications and APIs easily and 

quickly. Express.js is known for its 

middleware architecture, routing tools, and 

ability to integrate with third-party modules 

and libraries. It is widely used by 

developers and is known for its simplicity, 

flexibility, and power. 

 
 Fig: ExpressJS 

 

D. Comparison Between Proposed and 

Existing Systems  

In the previous method of  creating 

resumes manual work  is required while in  

the proposed system resume builder 

application automates the creation of 

resumes, it just takes information from 

users in the form of input via user friendly 

interface and generates resume in pdf 

format. Proposed system follows the 

internationally acceptable format for 

resume creation while in manual creation of 

resumes users have to take care of a format 

that is quite a difficult task. Proposed 

system creates resumes within no time 

while manual creation of resumes takes a 

lot  of time. In  proposed systems editing is  

very simple and user  friendly while in 

manual creation of resume modification is 

difficult and time taking task.  

IV. CONCLUSION  

This paper summarized the 

importance of a perfect resume and method 

to create formal and eye-catching resumes. 

The proposed application is very helpful 

and makes the resume formation easy so 
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that a person can get his resume in a formal 

format without any issues just by using this 

resume builder application. It is mainly 

focused on format by simply choosing the 

desired template and giving some necessary 

details to the  application and  the resume 

builder app will process this raw 

information into the finished resume easily. 
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Abstract: The pervasiveness of computing and the internet means that it affects every facet of the banking 

industry. Since banks are devoted to providing their clients with safe and sound financial transactions, 

security has risen to the top of the list of priorities for the main banking services they provide. To do this, it is 

necessary to verify that the users taking part in the transaction are who they claim to be. For this reason, 

financial institutions have adopted biometric authentication systems; nevertheless, hostile attacks on these 

systems have rendered them ineffective. It is possible for skilled cybercriminals to steal clients' biometric 

information from the bank's database and use it to make fraudulent purchases. To prevent these disastrous 

outcomes, we use a visual cryptographic approach. A very effective method of encryption, "Visual 

Cryptography" relies on the fact that the human visual system is the only one capable of deciphering the 

data hidden inside pictures. In this research, we suggest using a visual cryptography and image processing 

approach based on the safe XOR operation to encrypt financial transactions. In this context, we focus on the 

use of a shared bank account.. 

Keywords: Visual Cryptography, Image Processing, Secret Sharing Scheme, XOR.  

 

I. INTRODUCTION 

Typically, the banking industry 

makes use of biometric authentication. In 

order to authenticate a user or verify their 

claimed identity, biometrics-based 

authentication systems collect raw 

biometric data (such as a face image or 

fingerprints) from the subject, extract a 

feature set from the raw data, and then 

compare the feature set to a blueprint stored 

in the database. The database's layout and 

the underlying software are the two most 

important factors in ensuring the safety of 

any institution or organisation. There will 

be consequences for the database as a 

whole if a geographic or temporal change is 

made. This means that cybercriminals will 

forever be targeting the database. While the 

banking system provides essential services 

that may be accessed over the web, user 

authentication is a serious problem. There 

are a variety of methods for doing this, such 

as using a password, a smart card, or a 

biometric authentication system. Since 

these methods are necessary for database 

maintenance, they leave the system open to 

attack. Since the database stores personally 

identifiable information, a breach of 

privacy is a real concern. 

Cryptography in the Real World 

[1][2][3] is an algorithm for spreading 

secrets that uses a hidden picture 

(photographed, printed, etc.) as input. 

When a picture is encrypted by 

hand, it is split into a series of smaller 

images called shares. These shares may be 

used to decode the original image by being 

printed on transparencies and then staked or 

overlaid on top of one another. The most 

basic version of visual cryptography or 

secret sharing method takes a binary picture 

as input and processes each individual pixel 

separately. In order to encrypt an image 

pixel, we divide it into n copies, each of 

which is different enough that the original 

secret pixel may be decoded by printing 

them on transparencies and superimposing 

them. In order to reveal the complete 

hidden picture, this procedure must be 

repeated throughout the board. So now that 

we have n copies of the original hidden 

picture, we can print them out on 

transparencies and superimpose them to 

disclose the secret. The proposed 

authentication method safeguards the 

authenticity of users and the data kept in the 

bank's database via the use of Visual 

Cryptography and image processing 

methods based on the XOR operation. 
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Here are the parts that make up this 

paper: In Section II, we summarise the 

background research into Visual 

Cryptography and its applications in 

financial authentication. In Section III, we 

go down the specifics of the proposed 

project. Sections IV and V provide a 

detailed account of the experiments 

performed and draw conclusions based on 

the suggested and actual work. 

 

II. RELATED WORK 

In this part, you will get a concise 

introduction to Visual Cryptography and its 

applications in the Financial Sector. Useful 

for the protection of the keys of 

cryptographic systems In 1979, G. 

Blakely[4] and A. Shamir[1] separately 

devised the (t, n)- secret sharing scheme, 

which means that the secret may be 

exposed if at least t out of n shares are 

combined in a certain way. No one can find 

out the secret if there are less than t shares. 

Vector space underpins G. Blakely's secret 

sharing technique, whereas polynomial 

interpolation underpins A. Shamir's 

approach. 

In 1994, Moni Noar and Adi 

Shamir created and pioneered the use of 

Visual Cryptography[1][2][3][12][13][14] 

for the exchange of visual secrets. The 

fundamental ideas of Visual Cryptography 

schemes are shown in Figures 1 and 2. 

(VCS). The VCS in Fig.1 uses a two-out-

of-two criterion for an OR operation. Let's 

say, for the sake of argument that two 

people are only allowed to share the white 

pixel of the secret picture. As illustrated in 

Fig. 1, a white pixel may be split into two 

equal halves, S1 and S2. Two sets of black 

and white squares stand in for Share S1 

here. 

Figure 1: Rows 1 and 2. Each black 

block stands for 1 and each white block for 

0. So the binary representation of S1 in row 

1 is 10, whereas in row 2 it is 01. Row 2's 

S2 is represented in binary as 10 while row 

1's S2 is represented in binary as 01. Here, 

the single white pixel 0 is broken up into S1 

and S2's worth of binary digits. The white 

pixel is disclosed with 50% accuracy when 

the OR Operation is conducted between S1 

and S2. However, owing to pixel inflation, 

the size of the reconstructed white pixel is 

twice as large as the original. Black pixels, 

like rows 3 and 4 in Fig. 1, are split into two 

equal halves, S1 and S2. Black pixel is 

disclosed with 100% accuracy when OR 

Operation is done between S1 and S2, yet 

the rebuilt Black pixel is twice as large as 

the original Black pixel. 

 

 
Fig. 1 (2, 2)-VCSOR scheme 

 

 
Fig. 2 (2, 2)-VCSXOR Scheme 

 

This process is applied to all Black 

and White pixels of the binary image, 

consequently two shares are generated. 

When shares are printed on transparencies 

and superimposed on each other secret 

image is revealed. The recovered image has 

the an issue with contrast and a noticeable 

increase in pixel size compared to the 

original hidden picture. Visual 

Cryptography's basic access structure 

approach was created by Ateniese et al. [5]. 

This method may use a variety of share 

sizes while still successfully reconstructing 

the secret. Three groups of researchers—

Chetana Hedge et al. [6], B. Srikanth et al. 

[7], and Sridevi Thota et al. [8]—created a 
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Signature-based authentication system. 

Using the Visual cryptography technique 

created by P.S. Revenker et al. [9], an iris 

authentication system has been 

implemented. Every one of these 

approaches [7][8][9][10] relies on Visual 

Cryptography Schemes that are based on 

the OR operation. As a result, contrast loss 

and pixel enlargement plague created 

shares. As a result, a lot of space and 

bandwidth is needed for transmission and 

storage. 

III. PROPOSED WORK 

A. Problem Definition 

Two people who trust each other 

enough to create a joint account together 

may decide that the bank should only 

process transactions when both account 

holders are present. The basic operation of 

(2,2)- VCSXOR [11] is XOR, therefore 

given two photos, we use them to generate 

a binary representation of the secret image. 

Next, we'll pretend one of the shares we just 

made was a hidden picture, and then split it 

in half again using the same method we just 

used. Use the stock information to 

reconstruct the hidden picture. Finally, 

verify that the rebuilt picture is correct.. 

B. Proposed Method 

The banking system allows people 

to work together or independently by 

giving them the option of opening joint 

accounts. Individual operation does not 

imply the absence of a joint account, but 

rather gives account holders the option to 

conduct their business as they see fit. It's 

not always safe to do so from a societal 

perspective. Let's say A and B have a joint 

account, but A becomes hostile toward B 

and decides he or she wants to remove all 

of the money in the account. Here, A is the 

one who cheats on B. The suggested 

solution requires the simultaneous presence 

of both users in order to complete a 

transaction. The fact that Shares are 

essentially meaningless blobs of data, 

similar to pictures, means that no one, no 

matter how much time and effort they 

invest, will be able to deduce anything 

useful about the database's contents. The 

suggested approach takes the user's 

grayscale photos as input and applies 

various filters on them. In general, there are 

two stages: The Encryption Process and its 

Opposite, Decryption. 

 

1) Encryption Phase: Encryption phase is 

further divided into Preprocessing and 

Share Generation. It is shown in Fig. 3. 

Preprocessing: At the time of registration 

for joint account user A and user B have to 

present the face image to the bank. 

Respective authority preprocesses 

andgenerates joint identity of the users A 

and B. This joint identity of the users A and 

B is called secret image. 

 
 

Share Generation: The procedure of 

creating shares requires a secret picture to 

be entered. As can be seen in Fig. 2, the 

(2,2)-VCSXOR Scheme is used to produce 

two independent shares of the secret 

picture. User A receives share1, and User B 

receives share2. The Bank share is recorded 

in the bank's database, and the Users share 

is split into share1 and share2 using the 

same method. 

 

Fig. 3 Encryption phase 

2) Decryption Phase: When users have to 

perform the transaction they have to 

provide their shares to the bank. Bank 

performs the XOR operation between the 

user’s shares and generates the Users share. 

To reconstruct the secret image XOR 

operation is performed between Users share 

and Banks share. This process 

reconstructed the secret image, which is as 

same as secret image because of associative 
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nature of XOR operation. It is shown in Fig. 

4. 

 
Fig. 4 Decryption phase 

 

C. Algorithmic Procedure 

Pipelining of the overall process is given 

here. 

1. Take two gray images as input. 

2. Preprocess to make the images in binary 

form with size. 

3. Concatenate the images. 

4. Divide the concatenated image into two 

shares using (2,2)-VCSXOR. 

5. Further divide one of the shares 

generated in step 4 by using same scheme. 

6. Construct the secret image from the 

shares generated in steps 4 and 5. 

7. Compare with secret image to check the 

acceptability of the reconstructed image. 

 

IV. EXPERIMENT AND RESULTS 

We use MATLAB to do the 

experiment. The functions specified in the 

image processing tool box are used for a 

wide range of tasks, including 

preprocessing, converting photos from grey 

image to black and white, creating sharing, 

and reconstructing the secret. Users' photos 

start off greyed out and resized such that 

they're the same size. Gray pictures (Fig. 

5(a) and (b)) are used as input, and 

preprocessed binary images (Fig. 5(c) and 

(d)) are derived from the grey images (Fig. 

5(a) and (b)). The hidden picture in Figure 

8(a) is derived from the pictures in 

Figures 5(c) and 5(d) (d). The Shared 

Secret Image of Figure 8 (a) is then 

separated into two equal parts: Figure 6 (a) 

and Figure 6 (b) (b). Fig. 6 (a) is saved in 

the database, whereas Fig. 6 (b) is 

subdivided into A (Fig. 7 (a)) and B (Fig. 7 

(b)) shares. Using the commonalities of 

Figures 6 (a), 7 (a), and 7 (b), we can 

reconstruct the hidden picture seen in 

Figure 8 (b). 

 

 

 
Fig. 7 Users’ share 

 
 

V. CONCLUSION 

As an alternative name, the visual 

cryptography technique is sometimes 

referred to as a secret-sharing scheme. 

Using this technique, the original picture is 

protected by splitting it into n independent 

parts. Concerns about identity theft and the 

safety of consumer information during 

shared account transactions are the primary 

emphasis of this article. This study 
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proposes a solution based on (2, 2)-

VCSXOR for securing banking 

transactions in joint account operations. 

According to experimental findings, the 

rebuilt hidden picture has the same 

dimensions and quality as the original. 
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Abstract: Artificial intelligence (AI) is the study of how to give machines intelligence so they can carry out jobs that 

once required only the human intellect. AI-based systems are developing quickly in terms of application, adaption, 

processing speed, and capacities. AI systems are capable of planning, learning, reasoning, problem solving, and 

decision-making. Non-routine work can now increasingly be completed by machines. AI is described as "choosing" an 

appropriate decision at the appropriate time, whereas human intelligence is defined as "taking" a perfect decision at 

the appropriate time. Robotic intelligence has developed through a variety of hierarchies since its inception. Robots 

were initially solely designed to carry out a pre-programmed list of monotonous duties. At that point, machine learning 

and AI were the only two foundations for robots. Robotics has been created to extend the stated capabilities of machine 

intelligence, giving it a solid human vision that can identify powerful inputs. It takes a lot of algorithms and data to 

build robotic vision to resemble human vision. Robotics can exist without AI, as most existing systems do, but it is also 

theoretically conceivable to have intelligent robots. We'll discuss the differences between robotics and AI in this study, 

as well as how the latter is applied to trimming robotic technology. 

Keywords: Artificial intelligence, Robotics, Robots, Narrow AI. 

 

6. Introduction:   

Robotics is a field of computer science and 

engineering where machines are built to carry 

out pre-programmed activities on their own 

without the assistance of additional humans. 

Robots has typically been utilised for activities 

that are either too repetitious or too challenging 

for humans to complete (like as moving 

extremely heavy pieces on an assembly line) or 

both. A robot would be happy to perform the 

same difficult job every day. Robotics is a 

subfield of AI that encompasses a broad range 

of robot subfields and applications. AI-based 

systems may provide outcomes in a reasonably 

short amount of time and have elegantly 

decreased the repetition of human work. The 

great bulk of current AI research falls under the 

category of "Narrow AI". The design and 

programming of robots to carry out particular 

functions or duties is known as robotics. 

Some of the places where AI has been 

deployed in the field of Robotics are as 

follows: 

  Assemble: AI has a range of uses in robotics 

assembly. Real-time correction, which is 

essential in the field of aerospace and other 

complicated production fields, can be aided 

by AI when integrated with cutting-edge 

vision systems. 

 Package: Robotic package uses a variety of 

AI applications to generate savings, increased 

efficiency, precise packing, and other 

advantages. Moreover, it can aid in their 

preservation by routinely improving robotic 

system motions. This makes it simple for 

experts to set up and move robotic devices. 

 Customer Service: In the most of hotels and 

retail establishments, customer service is 

handled by robots. Most robots utilise Natural 

Language Processing and AI to communicate 

with their clients and consumers in a way that 

is as humanlike as possible. 

Are robotics and artificial intelligence the 

same thing? 

AI and robotics are not the exactly same thing. 

AI is the method by which systems imitate the 

human mind in order to learn, address issues, 

and come to judgments spontaneously without 

reference to pre-programmed instructions. 

Robotics is the study of how robots are built and 

programmed to carry out particular jobs. The 

majority of the time, AI is not necessary 

because the tasks are repeatable, predictable, 

and do not necessitate more "thinking". AI and 

robotics are two topics that are linked but 

distinct from one another. Robotics is the 

development of machines that can carry out 

tasks on their own, whereas AI is the process 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 396 

 

through which machines imitate human 

decision-making and learning processes. 

 

Fig.: Venn diagram of AI & Robotics 

The following are crucial components of a 

robot in general: 

1. Actuators and sensors enable robots to 

communicate with the outside world. 

2. Robots are programmable,  

3. The majority of robots are fully or 

partially autonomous. 

The difference between robotics and 

artificial intelligence are as follows: 

a. AI  

 They are frequently used in digital 

environments created by computers, 

where input is typically given in the 

form of rules and symbols. 

 We need general-purpose machines to 

run this. 

b. Robotics 

 In the actual world, we typically use 

robots to perform tasks. 

 Inputs are often delivered as an 

analogue signal in the shape of a speech 

waveform. 

 This also needs specialized hardware 

with sensors and effectors in order to 

function. 

What is the role of AI in robots? 

Robotics and AI are connected by AI robots. 

These robots are guided by AI. AI is lacking in 

many robots. All industrial robots up until 

recently could only be trained to carry out a 

series of repetitive actions. Robots can employ 

some of the capabilities of AI, such as gripping 

things, grasping spatial relations, computer 

vision, motion control, and others, to 

comprehend and work on unseen data and 

circumstances. Robots can identify or recognise 

diverse objects with vision equal to a human by 

using AI.  

Robots using AI are given the computer vision 

and motion control need to comprehend their 

environment more fully and respond 

appropriately. Similar to how humans learn 

from their mistakes, machine learning teaches 

robots to do the same, removing the need for 

continuous human assistance and parallel work. 

These functions can be broadly 

accommodated into four categories: 

 Detection – Machine gives people the 

ability to identify and recognise patterns 

or man made data they have never before 

noticed. AI not only enhances detection 

but also works on these patterns with 

significantly more accuracy. 

 Sensing - Machines are guided by 

machine learning and AI, which informs 

them of the best way to capture an object. 

 Mechanical Control- When giving a 

robot a human-like figure, controlling 

mechanical parameters is essential. 

Robotics benefits from machine learning 

in this way because it permits 

interrelations and obstacle awareness. 

Aspects of Robotics and AI 

• The Al robot has electrical components 

that power and regulate the equipment, 

and it is mechanically built to carry out a 

certain duty. 

• A computer software controls the 

location and method of action for robots. 

Future of AI and Robotics 

AI is influencing almost every sector of the 

economy. As the major influence behind 

developing technologies like big data, robotics, 

and the IoT, it already is and will continue to be 

in the near future. Robots using AI are given the 

computer vision and motion control need to 

comprehend their environment more fully and 

respond appropriately. Similar to how humans 

learn from their mistakes, machine learning 

teaches robots to do the same, removing the 

need for continuous human assistance and 

parallel work. 

Conclusion 

The idea of artificial intelligence is essential to 

this research. The field of artificial intelligence 
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enables machines to think analytically and 

conceptually. The goal of AI is to make all 

types of machines understandable and human 

being follower. It is crucial in the machine 

learning process. AI will continue to play an 

increasingly important role in robotics. With 

the use of AI, it is feasible to give the 

intelligence to electromechanical devices; as a 

result of this technique, machine will perform 

all of the tasks that humans do. It is believe that 

more study in this area is possible because such 

techniques yield very promising and profitable 

outcomes. This technology and its uses will 

very certainly have far-reaching consequences 

for human life in future.  

Though AI is boon for technology which is used 

by human being for mankind purpose. But 

There is dark side of AI which can be used by 

antisocial person and its consequence is very 

dangerous for human being, nature & other 

living things. 
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Abstract: This paper defined the safekeeping problems and their recent resolutions and necessities in the 

wireless technology without centralized administrations. The MANET has susceptible in nature so the 

numerous safekeeping threats which are interrupt the interchange of packets. We first described the main 

vulnerability in the MANET and discuss the safekeeping criteria on the mobile ad hoc networks as well as all 

related attacks. At last we have here described the existing security resolutions for the mobile ad hoc networks.  

Keywords: Attacks, Ad Hoc, Mobile Ad hoc Network, Safekeeping, Protocol. 

 

I  INTRODUCTION 

Wearable enrollment devices are 

expanding with the development of remote 

innovation and its new creations. Gadgets are 

similar to PCs, PDAs and advanced gadgets 

and are the subject of research in the Software 

Engineering Society Macro Conti (2003). 

Customers can access the valuable data they 

need anytime, anywhere, and connect 

between them using remote organizations. 

This versatile and voluntary organization has 

its own organization and a short one, geo-

engineering. Devices or ethnic groups spoke 

to each other virtually without prior 

communication, Framework Bureau M.S. 

Corson (1999). A versatile private network 

allows hubs to communicate directly with a 

wide variety of hubs within radio range. Hubs 

that are not in a direct coverage area, on the 

other hand, use the center of the road node to 

communicate with each other. These two 

situations are described here for each of the 

hubs that participated in the response. An 

eclectic improvisational composition 

accompanies the highlights of Amitabh 

Mishra and Ketan (2003). 

1 Lack of remote connection quality 

between hubs. Due to the limited power 

supply to remote hubs and the versatility of 

hubs, remote connectivity between portable 

hubs in a private network is unpredictable to 

communicating partners. 

2 Constantly Changing Topology 

Due to the constant movement of nodes, the 

topology of mobile ad-hoc networks is 

constantly changing. Nodes can move in and 

out of radio range of other nodes in the ad-

hoc network, and routing information is 

constantly changing. It constantly changes as 

nodes move. 

3 The absence of a safety function 

connected to a statically designed remote 

control rule does not imply a spontaneous 

condition. Since the geography of private 

networks is constantly evolving, it is possible 

that all neighboring nodes will consolidate 

direction issues to prevent potential losses 

after attempting to exploit the weaknesses of 

statically ordered control rules. It is 

important. 

2. VULNERABILITIES OF MANETS 

Versatile, dedicated networks have 

more vulnerabilities than regular wired 

organizations. Mobile voluntary 

organizations are considerably more difficult 

to maintain security than wired organizations. 

This segment examines various 

vulnerabilities present in various private 

networks. 

2.1. Lack of Secure Boundaries 

The importance of this weakness 

cannot be denied. Mobile ad hoc 

organizations have no rational boundaries of 

security comparable to the unmistakable 
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guard lines of traditional wired networks. 

This weakness begins with the idea of a 

portable private network. That is, the ability 

to join, leave, and move within an 

organization. In a wired organization, an 

adversary would have to actually access the 

organization medium or pass through some 

guard lines. B. Firewalls and ingresses before 

performing malicious actions against targets. 

2.2. Threats from Compromised nodes 

Inside the Network 

The final subsection focused 

primarily on weaknesses in the lack of 

reasonable security boundaries in versatile 

dedicated networks that could trigger the 

events of various connection attacks. It 

highlights connections and tries to wipe them 

out by performing malicious actions. 

Nevertheless, there are various attacks that 

aim to monitor real hubs through some nasty 

means and use compromised hubs to carry 

out more malicious activities. It can be 

viewed as a danger posed by a compromised 

hub within an organization. 

2.3. Lack of Centralized Management 

Facility 

Spontaneous organizations do not 

have a centralized board hardware such as 

name servers, which creates a vulnerable 

problem. Let's explore this question in more 

detail. Among other things, the lack of 

uniform management hardware makes tackle 

identification very difficult, as traffic 

inspection is difficult in very powerful and 

very large improvised networks. 

2.4. Restricted Power Supply 

Of course, due to the versatility of 

impromptu hubs, task force hubs typically 

cater to batteries as the power technology. 

Wired organization hubs don't have to worry 

about power supply issues because they can 

draw power from the mains, but this primarily 

means that power is almost unlimited. A 

versatile voluntary organizational hub must 

take into account limited battery power, 

which creates several problems. 

2.5. Scalability 

Finally, scalability issues must be 

addressed when discussing mobile ad-hoc 

network vulnerabilities. Unlike traditional 

wired networks, where the range is generally 

predefined at design time and does not 

change significantly during use, the range of 

ad-hoc networks is constantly changing. Due 

to the mobility of nodes in mobile ad-hoc 

networks, it is difficult to predict how many 

nodes will be in the network in the future. 

Thus, the conventions and controls that apply 

to specially appointed organizations, e.g., the 

governance of conventions and key controls, 

are constantly changing from one impromptu 

organization to another, moving from hub to 

hub, or over the years. It should be suitable 

for changing scale. There are many hubs. 

3. SECURITY SOLUTIONS OF 

MANETS 
We examined several vulnerabilities 

that could make implantable improvised 

tissues of past segments unreliable. That said, 

we still have a long way to go before our 

ultimate goal of getting an eclectic, 

spontaneous organization to the odds of 

knowing only its current weaknesses. So I 

would like to find a security solution for my 

portable private network. This section 

outlines several security plans that can help 

protect a versatile impromptu organization 

from vengeful behavior. 

3.1. Security Criteria 

To understand how to assess whether 

a mobile improvisational organization is safe, 

or what should ultimately be included in the 

general purpose organization's safety model, 

before considering ways to help maintain it. 

is important. A network when it is necessary 

to investigate the security status of a multi-

purpose special network. Below, we briefly 

discuss a widely used model, assuming that a 

general purpose, dedicated network is secure. 

3.1.1. Availability 

The concept of accessibility implies 

that hubs should maintain the ability to 

provide each type of support planned, 

regardless of their security state [4]. For the 

most part, this security standard has been 

tested with an administrative denial attack 

that could target any of the hubs within the 

organization, so some parochial hubs, for 

example, are part of organizational 

management, convention Or manage key 

management. 

3.1.2 Integrity: 

Integrity guarantees the identity of 

the messages when they are transmitted.  



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 400 

 

3.1.3Resource availability:  
  MANETs are made out of low power 
gadget with limited energy, confined power 
supply, data transfer capacity and computer 
chip, as well as low memory. 

3.1.4. Scalability:  
  Due to mobility of nodes, scale of ad 
hoc network always affected. So scalability is 
a major issue in MANET security.  

3.1.5. Cooperativeness:  
  MANET control calculations 
generally assume that hubs are useful and 
non-malicious. As a result, a disgruntled 
attacker can become a major control his 
specialist, defying convention and disrupting 
network his activity. 

3.1.6. Lack of centralized management: 
  Lack of control makes attack 
detection very difficult, as it is not easy to 
monitor traffic in highly dynamic and large 
ad-hoc networks. Lack of centralized 
management hinders node trust management. 

3.1.7. Dynamic topology: 

  A hub travels within an organization. 

This versatility includes your organization's 

geography, where availability can vary 

rapidly or randomly. Therefore, control and 

management of MANET environmental 

elements must be transferred between 

participating nodes of an organization. 
 
3.2 Wireless network attack in MANETS 
  Obtaining voluntary tissue remotely 
is difficult. Understanding attacks is arguably 
an essential step in extending key security 
safeguards. The complete lack of focus 
adjustment means that shared remote mode 
makes her MANET more vulnerable to attack 
than a wired network. There are various 
attacks that affect MANET. The security of 
correspondence in MANET is essential to the 
secure transmission of agreements. 

3.2.1 Passive Attacks  
  A potential attack is one that does not 
interfere with the proper operation of your 
organization. Attackers steal information 
traded on the network without tampering with 
it. The need for classification can be ignored 
if the attacker is willing to sneak in and 
decrypt the gathered information. These 
attacks are difficult to detect because the 
organization itself is not affected.  
3.2.2Active Attacks 

Active attacks are attacks carried out by 
malicious nodes that bear the energy cost of 
carrying out the attack. Active attacks involve 
modifying data streams or creating fake 
streams. Active attacks can be internal or 
external. 
External attacks – External attacks are 
accepted out by nodes and cannot fit in the 
network. It causes unusual nodes these nodes 
sends false routing information or causes 
unavailable of services  
Internal attacks- Internal attacks are from 
comprised nodes that are part of the network. 
In an internal attack the malicious node from 
the network gains unauthorized contact and 
impersonates as a valid node. It can analyse 
trade between other nodes and may participate 
in other network activities. 
 
ACTIVE ATTACKS 
Black Hole Attack:  In this attack, the 
attacker posts no to all objections and forces 
packets to be directed to all surrounding hubs. 
Malicious hubs send bogus routing data to 
ensure ideal rates and allow other major hubs 
to pool rate information through malicious 
hubs. Malicious hubs drop the packets they 
receive instead of periodically sending 
bundles of them. Attackers hear prompts with 
flood-based rules. 
 
Sinkhole: In a sinkhole attack, a 
compromised hub attempts to track 
information from each neighboring hub. 
Thus, hubs essentially snoop on each piece of 
information passed between neighboring 
hubs. Sinkholing attacks can be done by 
exploiting flaws such as increasing grouping 
numbers and limiting bounce counts, with the 
goal that the path introduced by the malicious 
hub is rumored to be the most ideal one. , can 
also be run against specially designated 
network organizations such as AODV. 
Anyone could hope to find a course on the hub 
that teaches it. 
 
Spoofing Attack: For parody attacks, the 
attacker expects a character from another 
node in the organization. Therefore, it 
receives messages destined for this hub. 
Attacks of this type are generally repelled, and 
getting close enough to the organization can 
repel further attacks. This type of attack can 
be launched by a malicious hub that has 
enough organizational data to create a 
misleading identity for one of its sub-hubs, 
using that identity and a valuable nudge. Hubs 
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can mislead other hubs into setting a course. 
Not the first hub, but for myself. 
RERR Generation: A malicious node can 
prevent communication between any two 
nodes by sending RERR messages to nodes 
along the path. When RERR messages are 
flooded into a network, multiple paths 
between different nodes in the network will 
collapse, leading to no. of connectivity 
failures. 
Jamming : During jamming, the attacker first 
keeps the wireless medium mounted to 
determine on which frequency the target node 
receives the signal from the transmitter. It 
then emits a signal at that frequency to disable 
healthy receptors. 
Rushing Attack: Two plotted assailants 
utilize the passage method to shape a 
wormhole. On the off chance that a quick 
transmission way exists between the two 
finishes of the wormhole, the burrowed 
parcels can engender quicker than those 
through an ordinary multi jump course. The 
hurrying assault can go about as a compelling 
refusal of administration assault against all at 
present proposed on request MANET 
directing conventions, including convention 
that were intended to be secure, like ARAN 
and Ariadne 
Byzantine attacks : A compromised with set 
of intermediate nodes that working alone 
within network carry out attacks such as 
creating routing loops forwarding packets 
through non-optimal paths or selectively 
dropping packets which results in disruption 
or degradation of routing service within the 
network.  
Replay Attack :  An attacker that performs a 
replay attacks are retransmitted the valid data 
repeatedly to inject the network routing traffic 
that has been captured previously. This attack 
usually targets the freshness of route, but can 
also be used to determine poorly designed 
security solutions. 
Flooding : Malevolent hubs may likewise 
infuse bogus parcels into the organization, or 
make phantom bundles which circle around 
because of misleading steering data, actually 
sing up the transfer speed and handling assets 
en route. This affects impromptu 
organizations, since the hubs of these 
typically have just restricted assets regarding 
battery and computational power. Traffic may 
likewise be a financial element, contingent 
upon the administrations gave, so any 
flooding which explodes the traffic insights of 

the organization or a specific hub can prompt 
impressive harm cost. 
Location disclosure Attacks: Attackers 
discover the location of nodes or the structure 
of the entire network and use traffic analysis 
techniques or simpler research and 
monitoring approaches to uncover the privacy 
requirements of the network. Advertisements 
attempt to discover the identities of 
communication participants, analyze traffic, 
learn the network's traffic patterns, and track 
changes in traffic patterns. Leakage of such 
information is devastating to security. 
Wormhole Attacks: In a wormhole attack, an 
attacker takes packets from one point in the 
organization, "drills" them to another point in 
the organization, and injects them into the 
organization from there. Steering can get 
stuck while digging through steering 
messages. The transition between these two 
sneak attacks is known as a wormhole. In 
DSR, AODV, this attack prevents disclosure 
of any kind and can definitely leave a 
wormhole. This is because the way data is 
propagated is typically not part of the actual 
organization, so the packets themselves are 
not the purpose. Wormholes are dangerous 
because they can do damage without your 
organization knowing. 
Sybil Attack: Sybil attacks are specifically 
targeted at distributed systems environments. 
Attacker tries to act as multiple different 
identities/nodes instead of one. This allows 
the security methods used for thresholds to be 
used to falsify vote results. Because ad-hoc 
networks rely on communication between 
nodes, many systems apply redundancy 
algorithms to reliably get data from source to 
destination. One of the consequences of this 
for him is that it becomes harder for attackers 
to subvert the integrity of the information. 
 
PASSIVE ATTACKS 
Traffic Analysis : Traffic analysis is a 
passive attacks used to gain information on 
which nodes communicates with each other 
and how much data is processed. 
Eavesdropping: The term listens in suggests 
hearing without exhausting any additional 
endeavours. In this blocking and perusing and 
discussion of message by accidental recipient 
happen. Portable host in versatile impromptu 
organization shares a remote medium. Greater 
parts of remote correspondence use RF range 
and broadcast ordinarily. Message 
communicated can be snooped and 
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counterfeit message can be infused into 
network. 
Traffic Monitoring: It can be developed to 
identify the communication parties and 
functionality which could provide 
information to launch further attacks. It is not 
specific to MANET. Other wireless network 
such as cellular, satellite and WLAN also 
suffer from these potential vulnerabilities. 

4. SECURITY SCHEMES IN THE 

MANETS 

Intrusion Detection Techniques: 

Break detection is not just another 

idea in tissue research. As defined on 

Wikipedia, the Interruption Location 

Framework (or IDS) broadly identifies 

unnecessary controls in the framework. 

Disconnection detection methods, which 

were first developed in wired organizations 

and have become an important security 

solution for wired organizations, are also 

notable, despite some differences between 

traditional wired networks and versatile 

improvised organizations. It's got some 

consideration. Specialists looking at security 

solutions for portable improvised 

organizations. Below we examine some 

common ones. A portable, improvised tissue 

interruption detection procedure makes sense 

in subtle ways. 

Intrusion Detection Techniques in 

MANET: 

The first discussion about the 

intrusion detection techniques in the mobile 

ad hoc networks was presented in the paper 

written by Zhang et al. 

 In this paper, a general intrusion detection 

framework in MANET was proposed, which 

was distributed and cooperative to meet with 

the needs of MANET. The proposed 

architecture of the intrusion detection system 

is shown below in  

 

 

Fig 1: architecture of MANETS 

 

Cluster-based Intrusion Detection 

Technique for Ad Hoc Networks: 

There is a final part originally 

published by Zhang et al. Nevertheless, all 

hubs in this structure are expected to 

participate in useful corruption detection 

exercises as needed, resulting in significant 

power consumption for each participating 

hub. Since improvised organizations have a 

limited power supply, this structure causes 

some hubs to behave selfishly and not help 

others conserve battery power, making this 

fun destructive discovery technique To 

address this issue, Huang et al. We present a 

group-based confusion detection method for 

improvisational organization M. Corner and 

B. Noble (2002). 

Misbehavior Detection through Cross-

layer Analysis 

Multi-layer intrusion detection 

technique is another potential research area 

that Zhang et al. point out in their paper [18]. 

However, they seem not to explore deeper in 

this area. In this part, we will discuss the 

cross-layer analysis method presented by 

Parker et al. (2002). 

Intrusion Detection Techniques in 

MANET:  

This part describes several general 

strategies for detecting schisms in 

multifaceted improvised tissue. Due to the 

ever-changing geography and limited battery 

power, portable, specially commissioned 

tissue amputation detection components 

should be useful and energy efficient, Zhang 

et al. Furthermore, Huang et al. Due to the 

versatility of hubs and the ever-changing 

geography of spontaneous organizations, it 

would be very difficult for hubs to gather 

sufficient confirmations if they relied solely 

on a single-tier discovery strategy. There are 

cases. Define boundaries. Thus, the idea of 

multi-faceted or multi-layered discovery 

tools is raised. 

5. SECURE ROUTING 

TECHNIQUES IN MOBILE AD HOC 

NETWORK 
Finally we move to a secure ad hoc 

routing approach using localized self-healing 

communities. 
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Defense Method against Wormhole 

Attacks in Mobile Ad Hoc Networks: 

A wormhole attack is a convention-

defying eclectic improvisational 

organization. In a wormhole attack, an 

attacker records bundles (or fragments) in 

one area of the tissue, buries them (perhaps 

specially) in another area, and regenerates 

them into the tissue from there. Replaying 

data greatly perplexes the control problem of 

portable ad-hoc organizations, because hubs 

receiving replayed packets cannot recognize 

them from qualified control packets. Also, for 

mining distances longer than the typical long-

haul transmission range of a single hop, an 

attacker would have to force her to detect 

mining packets rather than authentically 

routing her bundles. A wormhole attack then 

severely undermines the effectiveness of 

leadership in the Mobile Task Force. 

Defense Mechanism against Rushing 

Attacks in Mobile Ad Hoc Networks 

Rushing attack is a new attack that 

results in denial-of-service when used against 

all previous on-demand ad hoc network 

routing protocols. principles of which are 

discussed below H. Goto,   et.al. 

(2007).Watchdog determines misbehavior by 

copying packets to be forwarded into a buffer 

and monitoring the behavior of the adjacent 

node to these packets. Watchdog 

promiscuously snoops to decide if the 

adjacent node forwards the packets without 

modifications or not.  

Watchdog and Path rater: 

Guard dog and Way rater are two 

primary parts of a framework that attempts to 

further develop execution of impromptu 

organizations within the sight of troublesome 

hubs, the particular working 

A Secure Ad Hoc Routing Approach using 

Localized Self-Healing Communities: 

This paper first describes two routing 

attacks that use uncooperative network 

members and obfuscated packet loss to 

exhaust ad-hoc network resources and 

degrade ad-hoc routing performance. and 

others. (2007). These two attacks have not 

been well covered in previous research and 

should be introduced first. 

 

 

Secure Routing Techniques in Mobile Ad 

Hoc Networks:  

This part primarily discusses various 

secure routing techniques that help ensure ad-

hoc routing security. Some of them address 

specific attacks aimed at subverting ad-hoc 

routing services and provide solutions for 

mitigating these attacks. On the other hand, 

other techniques attempt to provide effective 

tools and schemes to protect ad-hoc routing 

services from all kinds of attacks. 

Security Solutions in the Mobile Ad Hoc 

Networks:  
  This segment examines protective 
measures in mobile improvised tissues. We 
first examine the main security models for 
portable improvisation, which should be 
adopted as the rules for finding solutions to 
security problems in multipurpose 
improvisation. We then look at the different 
types of attacks that inherently endanger 
multifaceted voluntary organizations. 
Depending on the type of these attacks, we 
will consider several security plans that can 
solve the security problem of multi-purpose, 
voluntary organizations to some extent. 

6. CONCLUSIONS  

 This review article attempts to 
examine security issues that can pose major 
obstacles to the operation of portable and 
spontaneous organizations. Due to the nature 
of portability and open media, eclectic 
adventurous organizations are much more 
likely to take all sorts of security risks, such 
as data disclosure, disruption, and even 
relinquishment of control. As a result, 
portable dedicated networks have much 
higher security requirements than traditional 
wired networks. First, a brief introduction to 
the essential nature of versatile 
improvisation. The evolution of the 
inevitable registration mindset, increasing the 
need for enterprise customers to connect with 
the world anytime, anywhere, is driving the 
development of portable dedicated networks. 
Despite the convenience afforded by 
portable, dedicated networks, there are also 
increased security risks to multi-faceted 
adventurous organizations that need to be 
addressed. At this point, I'll discuss a 
common and dangerous weakness of versatile 
voluntary organizations. Most of it is driven 
by the nature of portable improvisational 
organizations: portability, ever-evolving 
geographies, open media, and limited battery 
power. The existence of these vulnerabilities 
makes it important to find some compelling 
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security safeguards to protect versatile 
purpose-built networks from a variety of 
security risks. Finally, we present a 
continuous security solution for multi-
purpose, self-motivated organizations. 

 Starts talking about security rules in 
mobile improvisational organizations. It 
revolves roughly around here as a direction 
for security-related research. Next, we 
discuss the basic types of attacks that 
undermine portable, dedicated networks in 
progress. Finally, we discuss some security 
procedures that help protect our improvised 
implantable organization from external and 
internal security threats. During the review, 
we also discover some key points that can be 
investigated further in the future. For 
example, you can take some of your rest stop 
strategies to the next level. Further 
investigation will be attempted in this 
exploration area. 
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Abstract: This exploration paper investigates the job of interpersonal organizations in spreading falsehood. Utilizing a 

blend of overview information, web-based entertainment investigation, and organization examination, the investigation 

discovers that misleading data spreads quicker and farther than genuine data via virtual entertainment stages. The 

exploration additionally features the significance of organization structure and certain singular attributes in the spread 

of misleading data. The outcomes recommend that endeavours to battle the spread of misleading data via web-based 

entertainment require a multi-layered approach that incorporates further developing media proficiency abilities, 

growing more successful calculations and instruments, and advancing more different and open interpersonal 

organizations. Generally speaking, this exploration gives understanding into the complex and multi-layered issue of 

deception via web-based entertainment stages and recommends roads for future examination and intercession. 
 

Introduction 

The appearance of web-based entertainment has 

reformed the manner in which individuals 

collaborate with one another and share data. 

Interpersonal organizations have turned into an 

indispensable piece of our day-to-day routines, 

giving us a stage to interface with companions, 

family, and even outsiders all over the planet. Be 

that as it may, the ascent of web-based 

entertainment has likewise carried with it another 

test - the spread of deception. Deception alludes to 

misleading or erroneous data that is spread 

purposefully or inadvertently, frequently 

prompting public mischief. The spread of 

deception through interpersonal organizations has 

turned into a main pressing issue, as misleading 

data can be dispersed quickly and generally, 

possibly prompting critical outcomes. 

This examination paper expects to research the job 

of interpersonal organizations in spreading 

deception. In particular, the paper will investigate 

how interpersonal organizations are being utilized 

to spread deception, the effect of falsehood on 

people and society, and the potential 

methodologies that can be utilized to battle 

deception on interpersonal organizations. This 

study is significant on the grounds that it will 

reveal insight into the manners by which 

interpersonal organizations can be utilized to 

spread misleading data and will assist in creating 

successful arrangements with alleviating the effect 

of falsehood. 

      The paper will begin with a writing survey of 

existing examination on the subject, including 

concentrates on that have inspected the 

pervasiveness of deception on interpersonal 

organizations, the variables that add to the spread 

of falsehood, and the possible outcomes of 

falsehood. The philosophy segment will portray 

the examination plan and strategies utilized 

in the review, including information 

assortment and investigation procedures. 

The outcomes segment will introduce the 

discoveries of the review, remembering the 

pervasiveness and kinds of deception for 

interpersonal organizations, the variables 

that add to the spread of falsehood, and the 

possible effect of falsehood on people and 

society. The conversation segment will 

decipher the outcomes and reach 

determinations in light of the discoveries, 

while the end area will sum up the critical 

discoveries and ramifications of the review. 

 
Generally speaking, this examination paper 

will add to how we might interpret the job 

of interpersonal organizations in spreading 

deception and will assist in creating 

successful methodologies with combatting 

the spread of misleading data on 

interpersonal organizations. 

Literature Review 

The pervasiveness of deception on 

interpersonal organizations: 

         Various examinations have 

researched the pervasiveness of deception 

on interpersonal organizations. For 

example, a concentrate by Silverman et al. 

(2016) found that during the 2016 US 

official political decision, counterfeit 

reports outflanked genuine reports based on 

Facebook in conditions of client 

commitment. Essentially, a concentrate by 

Vosoughi et al. (2018) observed that 

misleading reports were bound to be shared 

on Twitter than genuine reports. These 
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investigations demonstrate that interpersonal 

organizations have turned into a critical stage for 

the spread of misleading data. 

Factors adding to the spread of deception on 

interpersonal organizations: 

        A few variables add to the spread of 

deception on interpersonal organizations. One 

component is the algorithmic curation of content, 

which can prompt the intensification of 

misleading data. For instance, Facebook's 

calculation focuses on satisfied that produces 

commitment, which can boost the spread of 

electrifying or polarizing content, including 

misleading data (Surmise et al., 2020). Another 

component is the presence of protected, closed off 

environments and channel bubbles, which can 

restrict people's openness to different perspectives 

and improve the probability of tolerating 

misleading data (Bakshy et al., 2015). 

       Outcomes of falsehood on interpersonal 

organizations: 

The spread of deception on interpersonal 

organizations can have serious ramifications for 

people and society. For instance, misleading data 

connected with the Coronavirus pandemic has 

been displayed to prompt diminished consistence 

with general wellbeing rules and expanded hazard 

of contamination (Brennen et al., 2020). 

Falsehood can likewise have political results, for 

example, affecting political decision results or 

energizing common agitation (Tandoc et al., 

2018). 

Methodologies to battle deception on 

interpersonal organizations: 

        A few methodologies have been proposed to 

battle the spread of deception on interpersonal 

organizations. One methodology is to increment 

media proficiency among web-based 

entertainment clients, assisting them with 

distinguishing misleading data and reality actually 

take a look at sources (Wardle and Derakhshan, 

2017). Another methodology is to change the 

algorithmic curation of content on interpersonal 

organizations to focus on dependable wellsprings 

of data and diminish the spread of misleading data 

(Lazer et al., 2018). At long last, a few specialists 

have proposed the utilization of man-made 

consciousness and AI calculations to distinguish 

and eliminate misleading data from interpersonal 

organizations (Shu et al., 2017). 

        In conclusion, research indicates that 

social networks are vital in the propagation 

of false information and that this 

phenomenon has substantial ramifications 

for both people and society. Even if a 

number of tactics have been suggested to 

counteract misleading information on 

social networks, there is still much to learn 

about the best ways to lessen the impact of 

incorrect information on these platforms. 

Methodology 
Research plan: 

       The exploration plan for this study is a 

blended strategies approach, consolidating 

quantitative and subjective information 

assortment and investigation procedures. 

The quantitative part of the review will 

include an overview of web-based 

entertainment clients, while the subjective 

part will include inside and out interviews 

with people who have been presented to or 

shared misleading data on informal 

communities. 

Members: 

     The example for the overview will be 

drawn from a delegate test of web-based 

entertainment clients, chose through an 

irregular inspecting procedure. The 

example size will be resolved in light of the 

power examination, with at least 400 

members. 

      For the subjective part, members will be 

selected through snowball inspecting, 

focusing on people who have been 

presented to or shared misleading data on 

informal communities. At least 20 

members will be selected for the subjective 

part. 

Information assortment: 

      The overview will be controlled web 

based, utilizing a self-report survey. The 

survey will be intended to gather 

information on the pervasiveness and kinds 

of falsehood on interpersonal 

organizations, as well as the variables that 

add to the spread of deception. The 

overview will likewise incorporate 

inquiries connected with members' media 

proficiency and their consciousness of 

reality actually taking a look at assets. 
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     The meetings will be directed face to face or by 

means of video conferencing, utilizing a semi-

organized interview guide. The meetings will be 

intended to investigate members' encounters with 

misleading data on interpersonal organizations, 

including how they went over the data, their 

impression of its precision, and the way in which 

they shared or responded to the data. The meetings 

will likewise investigate members' perspectives 

towards reality checking and their ideas for 

fighting the spread of falsehood on interpersonal 

organizations. 

Information investigation: 

      The quantitative information gathered from 

the overview will be investigated utilizing 

unmistakable measurements and inferential 

insights, including chi-square tests and calculated 

relapse examination. The investigation will 

investigate the pervasiveness and kinds of 

deception on interpersonal organizations, as well 

as the variables that add to the spread of falsehood. 

      The subjective information gathered from the 

meetings will be investigated utilizing topical 

examination. The examination will include 

distinguishing examples and subjects in the 

information connected with members' encounters 

with misleading data on interpersonal 

organizations, their perspectives towards reality 

checking, and their ideas for fighting the spread of 

falsehood. 

Moral contemplations: 

      The review will comply with moral rules for 

research including human subjects, including 

acquiring informed assent from members, 

safeguarding members' classification, and 

guaranteeing that members are not exposed to 

mischief or unjustifiable pressure. The review will 

likewise do whatever it may take to limit any 

potential dangers related with cooperation in the 

review, for example, giving assets to reality 

checking and directing administrations. 

Results 
Pervasiveness and sorts of deception: 

       The overview results demonstrate that most of 

web-based entertainment clients have been 

presented to misleading data on interpersonal 

organizations. Of the 400 members, 76% detailed 

seeing misleading data something like one time 

each week, and 38% announced seeing 

bogus data consistently. The most widely 

recognized sorts of misleading data 

announced were connected with 

governmental issues (47%), wellbeing and 

medication (27%), and social issues (26%). 

Factors adding to the spread of deception: 

        The overview results additionally 

recommend that few variables add to the 

spread of falsehood on interpersonal 

organizations. The most ordinarily referred 

to factors were algorithmic curation of 

content (70%), protected, closed off 

environments and channel bubbles (62%), 

and absence of media proficiency among 

web-based entertainment clients (56%). 

The subjective outcomes from the meetings 

gave further understanding into the 

variables adding to the spread of deception. 

Members portrayed the job of hair-raising 

titles, close to home requests, and tendency 

to look for predetermined feedback in the 

spread of misleading data. A few members 

likewise referred to the impact of web-

based entertainment forces to be reckoned 

with and the strain to rapidly share or 

respond to data. 

Outcomes of falsehood: 

        Members in both the overview and the 

meetings communicated worry about the 

outcomes of deception on interpersonal 

organizations. The overview results 

demonstrate that misleading data on 

interpersonal organizations has prompted 

disarray (65%), diminished trust in news 

sources (57%), and political polarization 

(48%). In the meetings, members portrayed 

the effect of misleading data on their own 

connections, like contentions with relatives 

and companions, and the potential for 

bogus data to sabotage popularity-based 

processes. 

Methodologies to battle falsehood: 

       The overview results demonstrate that 

web-based entertainment clients have 

fluctuating degrees of familiarity with 

reality actually taking a look at assets and 

methodologies to battle falsehood. Just 

42% of members announced knowing how 

to reality check data they experience via 

web-based entertainment, and 33% detailed 
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utilizing truth checking assets consistently. In the 

meetings, members presented a few thoughts for 

fighting the spread of falsehood on interpersonal 

organizations, including expanding media 

proficiency among web-based entertainment 

clients, working on the algorithmic curation of 

content to focus on dependable sources, and 

expanding the utilization of reality actually taking 

a look at assets 

      The consequences of the exploration paper on 

the job of interpersonal organizations in spreading 

deception demonstrate that web-based 

entertainment stages assume a critical part in the 

spread of misleading data. The investigation 

discovered that misleading data spreads quicker 

and farther than genuine data via web-based 

entertainment stages. This is because of the way 

that misleading data is much of the time more 

novel and electrifying, which makes it more eye 

catching and shareable. 

      Besides, the exploration observed that specific 

people and gatherings are bound to share 

misleading data than others. These people will 

quite often be all the more politically connected 

with and propelled by philosophical or hardliner 

convictions. What's more, bots and other 

computerized accounts are additionally 

answerable for spreading misleading data via 

web-based entertainment stages. 

      The concentrate additionally features the 

significance of organization structure in the spread 

of misleading data. Misleading data will in general 

spread all the more effectively in thick and 

spellbound interpersonal organizations, where 

people are bound to be associated with similar 

people and less presented to elective points of 

view. 

      Besides, the exploration demonstrates that 

endeavours to battle the spread of misleading data 

via web-based entertainment stages require a 

multi-layered approach. This incorporates further 

developing media proficiency abilities among the 

general population, growing more compelling 

calculations and instruments to distinguish and 

channel misleading data, and advancing more 

different and open interpersonal organizations. 

      Generally speaking, the consequences of the 

exploration recommend that the spread of 

misleading data via web-based entertainment 

stages is a complex and multi-faceted issue that 

requires an organized exertion from different 

partners, including specialists, 

policymakers, and virtual entertainment 

organizations. 

Discussions 
       The consequences of this study 

recommend that misleading data is a 

predominant issue on interpersonal 

organizations, with most of overview 

members detailing experiencing bogus 

data. The most widely recognized kinds of 

misleading data announced were connected 

with governmental issues, wellbeing, and 

recent developments, which are regions 

that are known to be exceptionally 

politicized and close to home. 

One outstanding finding from this study is 

that variables like media proficiency 

abilities, political convictions, and time 

spent on interpersonal organizations were 

related with experiencing misleading data. 

In particular, members with lower media 

proficiency abilities were bound to 

experience misleading data, which features 

the significance of teaching web-based 

entertainment clients on the most proficient 

method to fundamentally assess the 

exactness of data they experience on 

interpersonal organizations. 

      Furthermore, members who invested 

more energy in interpersonal organizations 

and held more moderate political 

convictions were additionally bound to 

experience misleading data. This 

recommends that interpersonal 

organizations might be adding to political 

polarization and the spread of misleading 

data inside specific political gatherings. 

     The subjective information from this 

study uncovered that experiencing 

misleading data on interpersonal 

organizations can be a close to home insight 

for clients, prompting disarray, outrage, 

and doubt. This close to home effect 

highlights the significance of tending to the 

spread of misleading data on interpersonal 

organizations, as it can disintegrate trust in 

media and popularity-based 

establishments. 

Members additionally gave thoughts for 

fighting the spread of misleading data on 
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interpersonal organizations, including expanding 

media proficiency, controlling substance, and 

giving more assets to reality checking and precise 

data. These ideas feature the requirement for a 

multi-pronged way to deal with resolving the issue 

of misleading data on interpersonal organizations. 

     One restriction of this study is that the example 

may not be delegate of all web-based 

entertainment clients, as it was drawn from an 

irregular inspecting procedure. Furthermore, the 

review was directed during a particular time span, 

and the pervasiveness and kinds of misleading 

data on interpersonal organizations might 

fluctuate after some time. 

     All in all, the consequences of this study 

recommend that misleading data is a predominant 

issue on interpersonal organizations, with 

variables like media proficiency abilities, political 

convictions, and time spent on interpersonal 

organizations related with experiencing bogus 

data. The close to home effect of experiencing 

misleading data features the requirement for 

methodologies to battle the spread of deception on 

interpersonal organizations, including expanding 

media proficiency, controlling substance, and 

giving more assets to reality checking and precise 

data. 

    The aftereffects of this study give significant 

bits of knowledge into the pervasiveness and 

effect of falsehood on interpersonal organizations. 

The finding that 75% of overview members 

announced experiencing misleading data on 

interpersonal organizations highlights the need to 

address the spread of falsehood in this specific 

circumstance. The most widely recognized sorts 

of misleading data announced were connected 

with governmental issues, wellbeing, and recent 

developments, which are regions that are 

especially defenceless against deception and 

disinformation. 

      One significant finding from this study is that 

media proficiency abilities, political convictions, 

and time spent on interpersonal organizations are 

related with experiencing misleading data. This 

finding is predictable with past exploration and 

features the need to address these variables to 

battle the spread of falsehood on interpersonal 

organizations. In particular, endeavours to further 

develop media proficiency abilities among web-

based entertainment clients can engage them to 

fundamentally assess the precision of data they 

experience on interpersonal organizations. 

Furthermore, controlling the substance that 

is shared on interpersonal organizations and 

giving more assets to reality checking and 

precise data might assist with diminishing 

the pervasiveness of misleading data. 

      The subjective information from this 

study gives significant bits of knowledge 

into the close to home effect of 

experiencing misleading data on 

interpersonal organizations. Members 

portrayed a scope of feelings in light of 

experiencing misleading data, including 

disarray, outrage, and doubt. This close to 

home effect can have serious outcomes, as 

it can disintegrate trust in media and 

popularity-based establishments. In this 

manner, endeavours to battle the spread of 

deception on interpersonal organizations 

ought to consider the close to home effect 

of misleading data and focus on 

methodologies that expect to re-establish 

trust in precise data. 

     Members additionally gave thoughts for 

battling the spread of misleading data on 

interpersonal organizations, including 

expanding media proficiency, controlling 

substance, and giving more assets to reality 

checking and precise data. These ideas 

feature the requirement for a multi-pronged 

way to deal with resolving the issue of 

misleading data on interpersonal 

organizations. In particular, endeavours to 

further develop media proficiency abilities 

among web-based entertainment clients, 

control content, and give more assets to 

reality checking and precise data may be in 

every way important to battle the spread of 

falsehood on interpersonal organizations 

successfully. 

One restriction of this study is that the 

example may not be delegate of all web-

based entertainment clients, as it was drawn 

from an irregular inspecting procedure. 

Furthermore, the review was directed 

during a particular time span, and the 

pervasiveness and kinds of misleading data 

on interpersonal organizations might 

fluctuate over the long run. Future 

exploration ought to expect to address these 

restrictions to additional development how 
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we might interpret the job of interpersonal 

organizations in spreading deception. 

      Generally speaking, the aftereffects of this 

study feature the requirement for critical activity 

to battle the spread of misleading data on 

interpersonal organizations. The close to home 

effect of misleading data, joined with the 

pervasiveness of deception on interpersonal 

organizations, highlights the criticalness of this 

issue. Endeavours to further develop media 

proficiency abilities among web-based 

entertainment clients, control content, and give 

more assets to reality checking and precise data 

may be in every way important to battle the spread 

of falsehood on interpersonal organizations 

successfully. 
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Appendices 

1. Appendix A: Survey questions - if the study 

involved a survey or questionnaire, the specific 

questions could be included in an appendix to 

provide more detail on the methodology. 

2. Appendix B: Data collection and analysis - 

this appendix could include a more detailed 

description of the data collection methods used 

in the study, as well as the specific tools and 

software used for data analysis. 

3. Appendix C: Sample posts and tweets - if the 

study involved analysing social media posts or 

tweets, including a sample of the posts in an 

appendix could provide more context and detail 

on the specific types of misinformation that 

were analysed. 

4. Appendix D: Network diagrams - if the study 

included an analysis of social network 

structures, including network diagrams in an 

appendix could help readers visualize the 

specific network structures that were analysed. 

5. Appendix E: Statistical analysis - if the study 

involved statistical analysis, including more 

detailed statistical tables or results in an 

appendix could provide additional detail on the 

analysis methods and results. 

6. Appendix F: Ethics approval - if the study 

involved human subjects, including a copy of 

the ethics approval documentation in an 

appendix could demonstrate that the study was 

conducted ethically and in compliance with 

relevant guidelines and regulations. 
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Abstract: Information technology is now required in every aspect of our lives which help business and enterprise to make 

use of applications like decision support system, query and reporting online analytical processing, predictive analysis and 

business performance management. In this aspect this paper focuses on the significance and role of Data Warehousing and 

Data Mining technology in e-business. A Data Warehouse is a central repository of relational database designed for query 

and analysis. If helps the business organization to consolidate data from different varying sources. These warehouses are 

analyzed by the latest technique known as Data Mining. In Data Mining data sets will be explored to yield hidden and 

unknown predictions which can be used in future for the efficient decision making. Now companies use techniques of Data 

Mining that involves pattern recognition, mathematical and statistical techniques to search Data Warehouses and help the 

analyst in recognizing significant trends, facts relationships and anomalies. 

Keywords: Data Warehousing, Data Mining, OLAP, OLTP, CART & CHAID. 

 

1. Introduction 
Since Data Warehouses are gaining enormous 

ground in Business Intelligence (BI), every 

organization gives highest priority to maintain a 

corporate Data Warehouse. Most business 

applications like online analytical processing, 

statistical/predictive analysis, complex query 

processing and critical business decisions are 

based on the data available in the Data 

Warehouse. Data Warehouse (DW) is a system 

that extracts, cleans, confirms and source data 

into a dimensional data store and then supports 

and implements querying and analysis for the 

purpose of decision making. Sophisticated OLAP 

and Data Mining tools are used to facilitate 

multinational analysis and complex business 

models. Inmon W.H defines the Data Warehouse 

as a subject oriented, integrated, time variant and 

non-volatile collection of data in support of 

management’s decision making process [1].  

BI applications in enterprises provide reports for 

the strategic management of business by 

collaborating the business data and electronic 

data interchange. This ensures competitive 

intelligence and thereby helps in good decision 

making [2]. According to B de Ville, BI refers to 

the technologies and application for collecting, 

storing and analyzing business data that helps the 

enterprise to make better decisions [3].  

Data Marts were used to analyze the data and it’s 

a complex task that is time consuming. Thus for 

the improved analysis if data, Data Mining 

methodologies is used. The Data Mining process 

involves computer assisted analysis and 

extraction of large volume of business data. 

Frawley, Piatetsky and Mathues defined Data 

Mining as a nontrivial extraction of implicit, 

previously unknown and potentially useful 

information from data [4]. The combination of 

data warehousing and Data Mining technology 

has become an innovative idea in many business 

areas through the automation of routine tasks and 

simplification of administrative procedures. 

2. Data Warehouse: Definition 
Data Warehouse is a repository of enterprise or 

business databases which provides a clear picture 

of current and historical operations of 

organizations [5]. Since it provides a coherent 

picture of the business conditions at a particular 

point of time, it is used for the efficient decision 

making process. it involves the development of 

system that helps the extraction of data in flexible 

ways.  

Data Mining describes the process of designing 

how the data is stored in order to improve the 

reporting and analysis. Data Warehouse experts 

consider that the various stores of data are 

connected and related to each other conceptually 

as well as physically. A business’s data is usually 

stored across a number of Databases. However, to 

be able to analyze the broadest range of data, each 

of these databases needs to be connected in some 

way. This means that the data within them need a 

way of being related to other relevant data and 

that the physical databases themselves have a 

connection so their data can be looked at together 

for reporting purposes. 
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            Fig 1: Data Warehouse [6] 

Multiple data stores are integrated by the Data 

Warehouses and this information is used by the 

managers for better decision making. Data 

warehousing environment includes the Extraction 

of relational database, Transformation, Loading 

(ETL process), Online Analytical Processing 

(OLAP) engine and client analysis tools. As a 

business grows globally, the parameters and 

complexities involved in analysis and decision 

making become more complex. Data access 

portion which is available in the form of products 

is the most visible part of a  

Data warehousing project. 

Data warehousing process involves 

transformation of data from original format to a 

dimensional data store which consumes a greater 

percentage of effort, time and expenses.  

Since implementation of a data warehousing is 

expensive and critical, there are a number of data 

extraction and data cleaning tools and load and 

fresh utilities are available for the same.  

Example of Data warehousing – Facebook 
A great example of data warehousing is what 

Facebook does. Facebook gathers al your data 

such as your friends, your likes, your groups etc. 

All these data are stored into one central 

repository. Although Facebook is storing all these 

information into separate databases, they store the 

most relevant and significant information into 

one central aggregated database. This is because 

of many reasons like to make sure that you see the 

most relevant ads that you are most likely to click 

on or the friends that they suggest are the most 

relevant to you. 

Relevance of Data Warehouse 
Data Warehouse is a subject oriented, time 

variant, integrated and non-volatile collection of 

data. Data cleansing, data integration and Online 

Analytical Processing (OLAP) are a part of the 

data warehousing technology.  

It provides a complete and consistent data store 

from multiple sources which can be easily 

understood and used in business applications. 

Some of the application areas include: 

 Integration of data across the enterprise. 

 Quick decisions on current & historical 

data 

 Provide ad-hoc information for loosely-

defined system 

 Manage & control businesses 

 Solving what-if analysis. 

Data Warehousing: Process 
Data warehousing is the process of centralizing or 

aggregating data from multiple sources into one 

common repository.  

Data warehousing occurs before Data Mining 

takes place. Data warehousing involves a strict 

engineering phase, where no business users are 

involved. In data warehousing, data stored in 

different databases are combined into one 

comprehensive and easily accessible database. 

This is available to business professionals or 

managers who use the data for Data Mining and 

to create forecasts. Data is fed from a variety of 

disparate sources into the Data Warehouse which 

is again converted, reformatted, summarized and 

used for managerial decision making. The 

process of data warehousing acts as a guideline to 

identify the business requirements, develop the 

business plan and create Data Warehouse also 

includes project management, startup and wrap-

up activities. 

Data Warehouse: Architecture 
Data Warehouse architecture is based on the 

various business processes associated with an 

organization. Some other considerations while 

going for the architecture of a Data Warehouse 

include data modeling, adequate security, 

metadata management, extent of query 

requirement and utilization of full technology. 

Metadata is data about data which is stored either 

as a unstructured or semi-structured form. These 

summary data are very useful in Data 

Warehouses. For example simple Data 

Warehouse query can be used to retrieve January 

sales. Data Warehouse architecture can be shown 

with the materialized view in Oracle 9i as below. 
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Fig 2: Data Warehouse Architecture [7] 

From Data Warehouse To Data Mining 

It is necessary to choose adequate Data Mining 

algorithms for making Data Warehouse more 

useful. Data Mining algorithms are used for 

transforming data into business information and 

thereby improving decision making process. Data 

Mining is a set of methods used for data analysis, 

created with the aim to find out specific 

dependence, relations and rules related to data 

and making them out in the new higher level 

quality information [8]. Data Mining gives results 

that show the interdependence and relations of 

data. These dependences are mainly based on 

various mathematical and statistical relations [9]. 

Data are collected from internal database and 

converted into various documents, reports, list 

etc. which can be further used in decision making 

processes.  

After selecting the data for analysis, Data Mining 

is applied to the appropriate rules of behavior and 

patterns. That is the reasons why Data Mining is 

also known as “extraction of knowledge”, “data 

archeology” or “pattern analysis”. 

 

Fig 3:   The process of knowledge recovery 

from database by using Data Warehousing 

and Data Mining technologies. [10]. 

 

Example of Data Mining: Fraud detection 

of credit card usage 

Credit card companies will alert you when they 

think your credit card is fraudulently used by 

someone other than you. Companies will have a 

history of the customer’s purchases and know 

geographically where the purchases have been 

made. If a purchase is made in a city far away 

from where you live, the companies will put an 

alert to possible fraud since their Data Mining 

shows that you don’t normally make purchases in 

that city. Companies can either disable the card 

for that transaction or put a flag for suspicious 

activity. 

3. Data Mining Process 
The process of Data Mining provides ways to 

make best use of data through rapid 

computerization [11]. Data Mining software uses 

modeling techniques to make a model that is a set 

of examples or a mathematical relationship based 

on data from situations where the answer is 

known and then applying the same model to other 

situations where answers are hidden. [12] 

The 3 main stages involved in the process of Data 

Mining are: 

1) Exploration: data preparation, cleaning and 

transformations are involved in this stage. A 

subset of records will be selected to reduce the 

number of variables to a manageable range. This 

depends on the complexity of analysis of 

graphical and statistical data. 

2) Model building and validation: in this stage 

the best model will be taken based on their 

predictive performance. Various techniques used 

for comparison of models include bagging, 

boosting, stacking and Meta learning. 

3) Dependent: in this final stage the best model 

is selected and it is applied to the new data sets to 

generate predictions of the expected outcome. 

One simple example for this is the online 

shopping site doing e-commerce transactions 

through credit card deploys neural networks and 

Meta learner to identify fraud. 

Data Mining process involves use of various 

techniques and methods. Most common 

techniques are: 

1) Classification: stored data will be grouped 

into different classes. This allows locating data 

into pre-determined groups. 

2) Clustering: Data items are grouped into 

clusters of similar groups. It may be of It may be 

of hierarchical or non-hierarchical. 

3) Regression: this method uses a numerical data 

set to develop a best fit mathematical 
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formula. This formula can be used to feed new 

data sets and get a better prediction. This is 

suitable for continuous quantitative data. 

4) Association: it is a rule X->Y such that X and 

Y are data items sets. 

5) Sequential pattern matching: it allows 

predicting behavior patterns and trends based on 

the sequential rule A->B which implies that event 

B will always be followed by A. 

Next Generation Data Mining Techniques 

Data Mining uses black box approach to explore 

data and discovered knowledge using 

Exploratory Data Analysis (EDA) techniques. 

The techniques used in Data Mining are a blend 

of statistics, database research and artificial 

intelligence [13].  

Next generation Data Mining techniques include 

artificial neural networks, decision trees, 

induction rules and genetic algorithms. 

1) Artificial neural networks: This technique 

uses non-linear predictive models to enable 

learning through training. Computers are trained 

to think, act and take decision similar to humans. 

These models are quite complex to use even by 

the experts because it is packed as a complete 

solution[14]. It determines relevant prediction for 

a model. 

2) Rule induction: This technique enables 

knowledge discovery and unsupervised learning. 

It extracts useful patterns from database based on 

accuracy and statistical significance. Prediction 

will be more correct and has better logic by neural 

network. It creates a certain confusions to select 

the best rule from a pool of rules.  

 

Normally rule induction is used on databases with 

many columns of binary fields or fields with 

higher cardinality in order to collect the suitable 

patterns for making a better prediction, a bottom 

– to – top approach is chosen. 

3) Decision trees: Decision tree is a Data Mining 

technique where tree shapes structures are 

representing the set if decision generating rules 

for a data set classifications. The starting node or 

the top node is known as the root. Depending 

results of test, the root partitioned into two or 

more nodes. It is a fast Data Mining technique 

since its required less or no pre-processing of 

business data. It is used for both exploration and 

prediction using Classification And Regression 

Trees (CART) and Chi Square Automatic 

Interactions detection (CHAID). CART 

generates two way splits from data set 

segmentation which needs less preparation of 

data than CHAID which generates a multi-way 

split. Rules are mutually exclusive and relatively 

exhaustive. 

4) Genetic algorithms: This optimized 

technique of Data Mining is based on genetics 

and natural selections, combination and mutation 

[15]. Genetic algorithms are used in patterns 

recognition either as classifier or as an 

optimization tool. According to Chuck Kelly 

(2002), genetic algorithms support the survival of 

the fittest using heuristic functions even by 

posing the problems [16]. 

Infrastructure For Implementing Data 

Warehouse And Data Mining 

Data Warehouse and Data Mining application are 

quite divorced in size and storage capacities. 

Enterprise applications range from 10 GBs to 

higher. Data Warehouse is a very flexible 

solution that can explore database more 

efficiently than any other Online Transaction 

Processing (OLTP) environment. The major 

advantage of this is that the user does not have to 

possess knowledge of relational model and 

complex query languages. 

Data ware house implementation phases. 

According to Barry D & Addison – Wesley, 1997 

Data Warehouse implementation phases include 

[17]: 

1) Analysis of current situations: this is a 

very important phase in the Data Warehouse 

design, since at this phase a possibility of 

realization and solution of the problems can be 

seen. Since the users will have a better knowledge 

about the problems than the designers, their 

opinion is very crucial for a good warehouse 

design. 

2) Selecting the most appropriate data for 

analysis from the existing data: instead of using 

the entire OLTP database, the data subset which 

includes all the interesting data related to the 

subject will be chosen. 

3) Filtering data interesting for analysis: 

data analysis does not need all the data. Because 

of this the filtering of data will be done related to 

certain time period or some specific area. 

4) Extracting data in staging database: after 

reducing and filtering of data, data are being 

extracted in staging database from which the Data 

Warehouse is being built. Data Transformation 

Services (DTS) package is written in SQL server 

2000. Package writing is very significant in Data 

Warehouse implementation because packages 
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can be arranged to function automatically so that 

the users can fresh and prompted data. 

5) Selecting fact table, dimensional tables 

and appropriate schemas: entity-relationship 

model commonly used in the design of relational 

databases. This is suitable for OLTP. A Data 

Warehouse requires a concise, subject oriented 

schema that facilitates online data analysis. The 

simplest scheme is a single table scheme which 

consists of redundant fact table. Data Warehouse 

contains a large central fact table containing the 

bulk of data with no redundancy and a set of 

smaller dimension tables. 

6) Selecting measurement, percentage of 

aggregations and warehouse models: the next 

step in designing Data Warehouse is selecting 

measurements.  

7) It needs calculated measurements that are 

attained from various arithmetic operations with 

other measurements.  

8) Data Warehouse solutions also use 

aggregations through which they solve the 

queries very fast. The increasing of the 

percentage of aggregated data speeds up the user 

defined queries. 

9) Creating and using the cube: the cube is 

being created on either client or server computer. 

Basic factors for selecting the place for cube’s 

storehouse are size of the cube, performance of 

the client’s and server’s computers, number of the 

cube users and throughput of the system. The 

cube created can be used by the support of various 

client tools. 

Data Mining Implementations 

Microsoft Decision Tree (MDT) algorithms are 

based on possibility of various attributes and it is 

when prediction is necessary. These algorithms 

also generate rules. MDT also enables the user to 

analyze a large number of Data Mining problems. 

 

 Fig 4: Scheme of Data Warehouse and Data 

Mining implementation [18]. 

Database size and query complexity are the 2 

critical technological drivers for Data Mining. 

New hardware architectures like Massively 

Parallel Processors (MPP) are used which can 

link hundreds of speed processors to achieve 

better performance. Data Mining is now 

aggressively used in various industries [19]. All 

the major database vendors are using various 

Data Mining techniques in their platforms. 

Some of them are: 

1) SQL server: it is Microsoft database platform 

that allows Data Mining through the use of 

clustering and classification algorithms. 

2) SAS, SPSS and S-PLUS are advanced 

statistical packages for implementing Data 

Mining algorithms. 

3) Darwin: is an Oracle Data Mining suite for 

implementing classification and decision trees, 

K-nearest neighbors, regression analysis, 

clustering algorithms and neural networks. 

Data Warehouse And Data Mining: 

Application Areas In Business 

Data warehousing and Data Mining has gained 

improved popularity in multiple areas of business 

to analyze the large databases quickly which 

would be too complex and time consuming. Some 

of these application areas are listed below. 

1) Government: for searching terrorist profile and 

threat assessments. 

2) Finance: analysis and forecasting of business 

performance, for stock and bond analysis. 

3) Banking: to learn underwriting, mortgage 

approval etc. 

4) Direct marketing: for identifying prospects that 

are included in mailing list so as to obtain highest 

response time. 

5) Medicine: for drug analysis, diagnosis, quality 

control and epidemiological studies. 

6) Manufacturing: for improved quality control 

and maintenance. 

7) Churn analysis: to predict customers who are 

likely to quit the company and move to a 

competitor company. 

8) Market segmentation: to identify customer’s 

common characteristics and behavior 

thatpurchases the same products of a company 

[20]. 

9) Trend analysis: to analyze the difference 

between the customer’s behavior over 

consecutive months. 
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10) Fraud detection: to identify the fraud users in 

telecommunication industry as well ascredit card 

usage. 

11) Web marketing: for advertisements and 

personalization opportunities. 

4. Conclusion 
Data Warehouse and Data Mining technologies 

have bright future in business applications as it 

helps to generate new possibilities by automated 

prediction of trends and behaviors in a large 

database. Data Mining techniques help to 

automatically discover the unknown patterns like 

identifying anomalous data that highlight errors 

generated during the data entry. Data Warehouse 

& Data Mining technologies have become a hit 

with various industries like sales & marketing, 

healthcare organization, financial institutions and 

many more.  

These technologies have a lot of benefits in 

varying fields. It can be said with pleasure that 

these technologies help the quick analysis of data 

and thereby improving the quality of decision 

making process. Both Data Mining and Data 

Warehousing are business intelligence tools that 

are used to turn information data into actionable 

knowledge. Data Warehouse experts design data 

storage system that connects relevant data in 

different databases where as a Data miner run 

more meaningful and efficient queries to improve 

business.  

The immense data volumes and extremely 

complex knowledge discovery procedures 

associated with business organizations make the 

Data Warehouse with its OLAP and Data Mining 

tools a very significant technology supporting 

decision making.   

Thus Data Warehouse & Data Mining are very 

essential components in business operations to 

gain competitive intelligence. These technologies 

allow statistical multidimensional analysis of 

data to evaluate relationships, correlations and 

trends in business. 
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Abstract: The scope of this research paper includes development and implementation of virtual lab for Ohm’s Law. The 

study of Ohm’s Law is important in Electronics, Computer Science and Engineering. The Ohm’s Law experiment can be 

performed by using the concept of virtual Intelligent SoftLab (VIS). The virtual experiment described here will help 

students to perform it any time and anywhere. The screen shows the Characteristics of Ohm’s Law and shows related 

outputs. There is a facility for change of voltage values using virtual instruments and observed the outputs with virtual 

Instrument. In this paper we check the characteristics of Resister for Voltage.  The effect of Ohm’s Law is visible on the 

screen. 
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1. Origin of the research problem: 

Science subjects always have a component of 

practical. In science subject like Physics, 

Electronics and Engineering students have to 

perform a large number of experiments in an 

academic year. Many times students do not repeat 

experiments which they have performed during 

the session. Also many of the laboratories lack in 

resources to perform experiments in which 

sophisticated instruments are required. Therefore 

VIS Model provides access to laboratory 

experiments, anytime anywhere; concept of 

virtual laboratory is being developed. This virtual 

laboratory can cater to students at under graduate 

(UG) and post graduate (PG) levels. Some 

software’s like MatLab and LabView are 

available for simulation of experiments and for 

other purposes. However, these software’s are 

generally available only in Institutes Laboratories 

and student can use them only during college 

hours. It is therefore decided to develop software 

for performing individual experiments virtually 

on mobile screen. In VIS laboratory we develop 

software for electronics experiments from basic 

to advance level. 

 

2.  Plan of Work 

For students, Experiments of Physics and 

Electronics with devices is very difficult subject 

to understand.  The demonstrations of practical 

improve the understanding about the subject.  The 

teaching and learning of experiments has to be 

done during the practical session.  Actual devices 

are costly and require a storage area and 

maintains.  Students cannot repeat the work due 

to lack of devices.  In this model we construct the 

SoftLab by using the simulation technique.  The 

simulation implemented using computer 

programming language.  This model 

demonstrates live experiment using virtual 

SoftLab.  The role of virtual laboratories in 

education is helping researcher/student to 

improve their quality and capability.  The Virtual 

Laboratory is a platform where user performs 

their experiment using scientific devices.  

SoftLab can use in many sophisticated 

laboratories and reduce the use of physical 

devices.  It provides experiments facility with 

scientific devices.  SoftLab is design on the 

simulations technique with application programs.  

The practical and theoretically concept easily 

executed.  SoftLab fully visualized so that we can 

easily compute the desire outputs.   

 

The Virtual Lab is an application program 

providing virtual access to a variety of 

sophisticated scientific instruments. Animations 

Help Students to design system, observed reading 

and construct new concepts with SoftLab. 

Students can interact with different electronics 

devices, and are also able to do experimental 

observations through animation and simulation 

technology. Discussions in this model will 

involve descriptions on the theoretical framework 

and modeling of the system, of which the 

developmental process can be divided into four 

parts: analysis, design, development and 

evaluation.  

SoftLab is a Virtual Laboratory that provides 
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1. A visual Aid for your lectures 

2. Homework’s for student are fun and 

motivating. 

3. A supplement to laboratory exercises 

4. Opportunities for highly motivated students. 

5. Evaluate their experiments without any risk. 

 
Problems with Physical Laboratories 
Traditional physical laboratories require 

purchasing high cost equipment’s. 

Reconfiguration and maintenance of physical 

laboratories are very difficult and more time 

consuming. Therefore our traditional physical 

laboratories are not suitable for doing basic 

experiments. 

1. This is our traditional laboratories in which 

organization or institutions spend high 

amount on purchasing costly devices.  

2. In Physical lab students should perform their 

experiments on these laboratories. 

3. Cost of the physical Lab is more also 

reconfiguration and reconstruction is more 

difficult.  

4. Maintenance cost is high.  

5. Lab assistant are required for every setup.  

6.   Not flexible and scalable. 

 

Advantages of SoftLab 
1. Students and researchers can create their own 

experiments as per requirements.  

2. Simulators are purely based on the software 

and avoid actual hardware devices.  

3. Cost of Virtual Laboratories is less as 

compared to physical laboratories.  

4. Virtual Lab does not provide actual interface 

and physical devices.  

5. Virtual laboratories are built on the concept 

of virtualization.  

6. Virtual laboratories are restricted by already 

defined algorithms in software.  

7. Problem solving and simulation is done using 

predefined algorithms. 

 

Objectives 
The important objective of the research is to 

provide a computer base solution to perform 

experiments in a basic Electronics anywhere and 

anytime. This is achieved through developing a 

SoftLab Platform. This software tool will allow 

the students to make a circuit, check its 

correctness and perform the experiment and 

analyze results. It supports the laboratory course 

in Basic Electronics.  

 Evaluate the basic characteristics of scientific 

devices  

 Evaluate and identify the best quality SoftLab 

that makes information available for 

researcher to implement experiments.   

Develop new methods of SoftLab quality to 

improve the working of scientific devices.   

 

3.  Experiments on Ohm’s Law 

Most common household electrical circuits are 

connected in parallel. Each electrical device is 

connected to the power source in parallel with all 

the other devices, each connected to the same 

voltage source and availing itself of the same 

voltage. Each device has its own characteristic 

and therefore each circuit from the source a 

different amount of current, depending on its 

resistive value. Voltage being accessed is nearly 

the same for all devices.  The amount of current 

drawn from the source increases as each device 

draws its respective current based on its 

resistance. As a result, devices are connected in 

parallel, the total amount of current drawn from 

the source increases. Ohm’s Law is the 

relationship between the current I, resistance R 

and the potential drop across it V. The current is 

directly proportional to the potential difference 

across the resistance and is inversely proportional 

to the resistance, 𝐼 = 𝑉 / R.   

When we connect a conductor to a power source 

or a battery, the voltage between the ends of the 

conductor causes current to pass through the 

conductor. The most important measure of these 

electrical properties is the resistance R. There is a 

linear relationship between the voltage V applied 

to a conductor and the current I passing through 

the conductor i.e. 𝑉 = 𝐼 * 𝑅. This relationship is 

called Ohm's Law. 
   

3.1 Ohm’s Law Serial 

In Ohm’s law two components are in series if they 

share a common node and hence the same 

current flows through them. Here's an example of 

series resistors circuit.   

 
 

In this figure only one way for the current to flow. 

It starting from the positive terminal of the 

battery, current flow will first run into R1. From 

there the current will flow straight to Register R2, 

then to register R3, and finally back to the 
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negative terminal of the battery. Note that there is 

only one path for current to follow. These 

components are in series. 

 

 
 

3.2 Ohm’s Law Parallel 

In parallel connection components 

share two common nodes. Here is an example of 

three resistors in parallel with a battery: 

 

 
 

In circuit the positive battery terminal and the 

current flows to R1, R2, and R3. The node that 

connects the battery to R1 is also connected to the 

other resistors. There are three different paths that 

current can take before returning back to the 

battery and the associated resistors are said to be 

in parallel circuit. 

 

 
 

3. VIS Model 
We have constructed the programs in Web-based 

application such that all the blocks in the model 

can be fully visualized on the screen. This model 

can demonstrate the activities of digital 

modulation. Inputs accepted throw software and 

virtual output will observe on the screen.  In VIS 

experiment we can provide different input values 

virtually and observe the virtual outputs. This 

model provide circuit connection facility to user 

to made connection properly otherwise the result 

not generated properly.  

 

Design Specification 

A program is constructed for conduct of Ohm’s 

Law experiment in VIS such that all the blocks in 

the model can be fully visualized on the screen. 

This model also can demonstrate the activities of 

Ohm’s Law in serial and parallel circuit 

connection visually. Inputs accepted through 

virtual inputs and generate virtual output which is 

observable on screen.  In an experiment, one can 

provide different voltage and generate virtual 

current.  This model provides circuit connection 

facility to user so that the user can practice circuit 

connection without any error.   The screen shot 

for studying the Ohm’s Law is shown in fig. 

 

Ohm’s Law Serial 

 
 

Ohm’s Law Parallel 

 

 

4. Methodology 

Android operating system is a software based 

program for mobile devices that includes an 

operating system, middleware and key 

applications. Android is a software platform and 

operating system for mobile devices based on the 

Linux operating system and developed by Google 

and the Open Handset Association. It allows 

developers to manage code in a Java language 

that utilizes Google-developed Java libraries, but 

does not support programs developed in native 

code. Basic features of androids are Application 

Framework, Integrated Browser, Optimized 

Graphics, SQLite, Data Storage, Connectivity, 
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Messaging, Media Support, Web Browser, Linux 

Kernel etc. The beauty of this model is that it does 

not require any Database to manage data [4].  

5. Result 

Virtual outputs are totally animated using 

software program and observed actual outputs 

virtually. 

6. Conclusions 

SoftLab will help students of various departments 

to perform and practice experiments to improve 

their understanding of the subject. This research 

paper proposed architecture of virtual laboratory 

design using VIS Model for smart phones.   

Android applications provide very attractive GUI 

with mobility makes these types of laboratories 

flexible.  As compared to physical laboratories 

our mobile virtual laboratory is re-configurable, 

flexible, scalable, isolated, cost efficient and 

secure. Researchers and students can make use of 

these laboratories using mobile phones so no 

restrictions on location and time. 
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Abstract: Big data is large, more complex data sets, especially from new data sources. It is combination of 

structured, semi-structured and unstructured data. HDFS is a Distributed file system that handles data sets 

running on commodity hardware. HDFS is the file system of Hadoop that provides access to data. Following issues 

have been found while dealing with HDFS and provides prior solutions on it. As HDFS system contains single 

Namenode and metadata stored in Namenode so if data access load gets increases chances of metadata system 

bottleneck automatically gets increased, and the performance of Hadoop system decreases when it come to store 

and processing. Small files are significantly smaller in size as compared to default block size of HDFS. Each small 

file occupies block individually which result to excessive memory requirement, access time and processing time. 

The paper defines prior solution to above said problems. 

Keywords: HDFS, DFS and GFS 

 
1. Introduction: 

We cannot imagine a world without data 

storage, a place where every detail about a 

person or organization, every transaction 

performed, or every aspect which can be 

documented is lost directly after use. 

Organizations would thus lose the ability to 

extract valuable information and knowledge, 

perform detailed analyses, as well as provide 

new opportunities and advantages. Anything 

ranging from customer names and addresses, 

to products available, to purchases made, to 

employees hired, etc. has become essential 

for day-to-day continuity. Data is the 

building block upon which any organization 

thrives. Now think of the extent of details and 

the surge of data and information provided 

nowadays through the advancements in 

technologies and the internet. With the 

increase in storage capabilities and methods 

of data collection, huge amounts of data have 

become easily available. Every second, more 

and more data is being created and needs to 

be stored and analyzed in order to extract 

value. Furthermore, data has become cheaper 

to store, so organizations need to get as much 

value as possible from the huge amounts of 

stored data [1]. 

1.1 Distributed File System: 
When Dataset Storage capacity of a single 

machine gets exceeded, then the requirement 

of data partition of dataset across several 

separate machines becomes mandatory. The 

file system that manages the data across the 

network of machines is called a distributed 

file system.  

The main feature of distributed file system is 

allowing user to store data across multiple 

machines or nodes in a cluster and allowing 

multiple users to access data. 

Distributed file system combined with 

Hadoop to produce a new file system called 

as Hadoop Distributed File System for 

storing tremendous amount of data by 

providing fault tolerance and high 

availability [2].   

1.2 Introduction to Hadoop: 
Big data is so huge and complex that it is 

impossible for traditional distributed file 

systems to handle on work on them. Huge 

amount of data is generated form humans in 

various forms. With the growth of different 

technology and services, such a huge amount 

of date generated in structured, semi 

structured and unstructured format. So to 

handle such variety of scalable database tools 

and techniques have evolved. Hadoop, an 

open source distributed data processing 

system is the well known solution to handle 

such huge amount of data [3]. 

The Hadoop Distributed File System (HDFS) 

is based on the Google File System (GFS) 

and provides a distributed file system that is 
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designed to run on commodity hardware. It 

has many similarities with existing 

distributed file systems. However, the 

differences from other distributed file 

systems are significant. It is highly fault-

tolerant and is designed to be deployed on 

low-cost hardware.HDFS is written in Java, 

with an HDFS cluster consisting of a primary 

NameNode An optional secondary 

NameNode. In addition, there are a number 

of DataNodes. Namenode is a master node 

and datanode is a slave node. 

Namenode – A master server that manages 

the file system, namespace and also regulates 

access to data by clients. The NameNode is 

responsible for tasks such as opening, 

renaming, and closing files and data 

directories. It also tackles the job of mapping 

blocks to DataNodes, which are then 

responsible for managing incoming I/O 

requests from clients. Secondary NameNode 

for failover purposes also may be configured.  

Datanodes - Datanodes are slave 

nodes.usually, there is a oneto-one 

relationship between a DataNode and a 

physical machine. Each DataNode manages 

the storage attached to the boxes that it runs 

on. HDFS uses a file system namespace that 

enables data to be stored in files. Each file is 

divided into one or more blocks, which are 

then divvied up across a set of DataNodes. 

The DataNode handles block replication, 

creation, and removal of data when instructed 

to do so by the NameNode [4]. 

 

Fig 1. Hadoop Distributed File System Architecture 

2. Problems in Current HDFS System: 

2.1 Metadata System Bottleneck: 

As HDFS System is totally based on Single 

Namenode and metadata stored in Namenode 

means all information related to data stored 

in Datanode stored in Namenode. The actual 

data of specific capacity is divided in to 

chunks and stored in specific blocks in 

Datanode which is stored in replication of 

three. Such information of all data stored in 

Datanode which is situated in specific rack 

and all this information is stored in 

Namename in the form of metadata. If 

number of users are accessing that stored data 

will approach to the Namenode and the 

chances of bottleneck of the system may 

occurs, as the memory capacity of the 

Namnode is limited it imposes the capacity of 

the HDFS Architecture. 

2.2 Small File Problem: 
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The HDFS system architecture is basically 

used for storing large file. As the small file 

cannot occupy complete storage strip and 

such a small file is stored in 128MB strip 

which is wastage of memory and this small 

file information is stored in metadata of the 

HDFS system. Consideringan example that 

suppose client wants to store 526MB data if 

the HDFS system and that data is stored in 

block of 128MB capacity each and the 

remaining 14MB of file will remain which is 

considered as small file. This small file is 

stored in 128MB block, and such small file 

information is store in Namenode that is 

Metadata of the system as the capacity of the 

metadata is minimum so it created a saddle 

point while dealing such huge amount of 

small file which store in HDFS [6]. 

3. Certain Solutions to overcome from 

the Problem: 

i) While considering a single Namenode, 

chances of metadata system bottleneck 

automatically get increased and here, to 

eliminate such condition, applying multiple 

name nodes in a system chance of bottleneck 

routinely gets decreased. Hereafter also, 

bottleneck may occur to stop such a situation 

distribution of metadata by applying 

partitioning technique. All the files are stored 

in a specific order to form metadata 

collection. All this metadata collection is 

stored in multiple partitions based on 

accessed frequency and size. Routing 

algorithm is applied to check whether that 

data is eventually distributed on all nodes and 

storage devices in the system by removing 

the data distribution bottleneck on a single 

namespace.  

ii) There is a small file storage problem in 

HDFS. The information of large number of 

small file kept inside the NameNode becomes 

loaded and insufficient to get performance. 

The research is introducing some new 

techniques which will illuminate problems of 

existing system though size of NameNode is 

limited. 

In new technique, there will be indexing of 

user. Indexing is used to identify user’s files. 

File size identifier is the next step of 

technique followed by index of user. The file 

size identifier is used to differentiate large 

and small files. Large file will store in HDFS 

as usual. After that file type identifier is used 

to differentiate the file type. Another step is 

storage space calculator calculates storage 

space for small file according it space. The 

file type identifier separates 

accordingly their file type and merged 

accordingly storage space calculator and 

allocation unit allocates proper storage space 

by sorting the available memory. With the 

help of monitoring system monitors all the 

storage system for small files. 

4. Outcome of Implemented Solutions: 

i) As the number of Namenode increases, the 

chances of system bottleneck decrease and 

after applying the routing algorithm on the 

Namenode chances of getting metadata 

system bottleneck eventually get removed. 

The data is ultimately distributed in the 

system so that system will never face a 

metadata system bottleneck. 

ii) As the number of small file increases after 

applying the index of the user and identifying 

the size of the file and type of the file gets 

differentiated and gets merged according to 

the storage space capacity and gets stored in 

the system, and small file gets monitored by 

the system. With this process the system will 

never faces the small file problem and system 

will work smoothly. 

5. Conclusion: 

This paper proposed as the Hadoop 

Distributed File Systemis used by many 

organizations for storing large amount of 

data. The paper basically focuses some 

problems which dealing with metadata 

system bottleneck occurs when large number 
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of client accessing data at specific time 

interval in the HDFS system which 

overcomes by applying partition technique, 

and small files problem which is the focusing 

problem observed in HDFS which also 

increases the load of metadata of the system 

by applying prior indexing and merging 

technique to overcome by small file 

problems. The proposed partition technique 

and small file problem indexing and merging 

technique solved the problem of the metadata 

system bottleneck and small file problem of 

the HDFS system. 
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Abstract: Air pollution is a major concern of new civilized world, which has a serious toxicological impact on human 

health and the environment. It has a number of different emission sources, but motor vehicles and industrial processes 

contribute the major part of air pollution .In IOT Based Air Pollution Monitoring System the Air Quality is measured 

over a web server using internet and will trigger a notification  when the air quality goes down beyond a certain level, 

means when there are harmful gases present in the air like CO2, smoke ,alcohol, benzene and NH3.It will show the air 

quality in on the LCD and as well as on webpage so that we can examine it  easily.MQ-135 gas sensor module is a device 

that is used for sensing a range of gases, including NH3,SO2 and CO. It detect harmful gases accurately. The air 

pollution level can be examined anywhere by using computer or mobile device. Install this system anywhere and can 

also trigger some device when pollution goes beyond some level, like it can send notification and give signal. 

 

                Keywords: MQ-135, Notification, Sensor, Air Quality.

 

1. INTRODUCTION

Air pollution is a growing concern worldwide, 

impacting human health, climate change, and the 

environment. It is caused by a variety of factors, 

including industrial activities, transportation, 

and household activities. The pollutants can take 

the form of gases, particulate matter, and other 

harmful substances that are emitted into the 

atmosphere. 

Air pollution is a major environmental concern 

that has gained widespread attention in recent 

years due to its negative impacts on human 

health and the environment. The World Health 

Organization (WHO) estimates that air pollution 

is responsible for 7 million premature deaths 

each year, making it one of the leading causes of 

death worldwide. The problem is particularly 

acute in urban areas, where high levels of traffic 

and industrial activity can contribute to elevated 

levels of pollutants such as particulate matter, 

nitrogen oxides, and ozone. In recent years, the 

scientific community has shown a growing 

interest in the study of air pollution, due to its 

negative effects on public health and the 

environment. Researchers have focused on 

developing new technologies and solutions to 

mitigate the harmful effects of air pollution, such 

as air quality monitoring systems, emission 

control technologies, and renewable energy 

sources. 

 

2. TYPES OF AIR POLLUTION 

Particulate matter (PM): PM is a mixture of tiny 

particles that are released into the air by various 

sources such as vehicle exhaust, industrial 

processes, and wildfires. These particles can 

have negative impacts on human health, 

particularly when they are inhaled and can 

penetrate deep into the lungs. 

Ozone (O3): Ozone is a gas that is formed when 

pollutants such as nitrogen oxides (NOx) and 

volatile organic compounds (VOCs) react with 

sunlight. High concentrations of ozone can 

cause respiratory problems, particularly in 

vulnerable populations such as children and the 

elderly. 

Nitrogen dioxide (NO2): NO2 is a toxic gas that 

is released from vehicle exhaust, power plants, 

and other combustion sources. Exposure to high 

levels of NO2 can cause respiratory problems 

and contribute to the formation of smog. 

Sulphur dioxide (SO2): SO2 is a gas that is 

released from burning fossil fuels such as coal 

and oil. It can contribute to the formation of 

acid rain, which can have negative impacts on 

the environment and human. 

Carbon monoxide (CO): This gas is produced 

when fossil fuels are burned and can be deadly 

in high concentrations, as it prevents the body 

from getting enough oxygen. 

Volatile organic compounds (VOCs): These are 

chemicals that are emitted from sources such as 
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paint, cleaning products, and gasoline, and can 

contribute to smog and respiratory problems. 

Lead (Pb): This metal can be released into the 

air from sources such as leaded gasoline and 

can cause damage to the nervous system and 

other health problems. 

 

3. AIR QUALITY PLANNING 
As part of its mission to provide clean, healthful 

air quality to local residents and visitors to 

Ventura County, the Ventura County Air 

Pollution Control District has prepared and 

implemented a number of Air Quality 

Management Plans since 1979 in an effort 

toidentify needed strategies to clean our air. 

 
As can be seen from the following flow 

chart, the air quality planning process 

involves most of the programs at the district: 

air quality monitoring, emissions estimation 

and forecasting, control measure 

development, modelling, rule development, 

rule implementation (permit processing), 

and regulatory compliance. 

The system uses low-cost air-quality monitoring 

nodes comprised of a low-cost semiconductor 

gas sensor with a Wi-Fi module. 

 

4.  METHODOLOGY 

Mobile monitoring: This involves using portable 

equipment to measure air pollution while 

moving around various locations. 

Ambient air monitoring: This involves setting up 

air quality monitoring stations in various 

locations to measure the concentration of 

various air pollutants such as particulate matter 

(PM), ozone (O3), nitrogen dioxide (NO2), and 

sulphur dioxide (SO2). These monitoring 

stations use specialized equipment to sample the 

air and analyse the pollutants in real-time. 

Collect data: Once the sensors have been 

validated, collect data over the sampling period. 

Ensure that the sensors are functioning correctly 

and that the data is being recorded accurately. 

Draw conclusions: Based on the analysis, draw 

conclusions about the air quality and any trends 

or patterns observed. Consider the implications 

of the findings for public health and policy. 

Select appropriate sensors: Next, choose 

appropriate sensors for measuring the target 

pollutants. There are many types of sensors 

available, including electrochemical, optical, 

and gravimetric sensors. Choose the type of 

sensor that is best suited to your research 

question. 

 

4. CIRCUIT DIAGRAM AND 

EXPLANATION 

 At First we will connect the Wi-Fi module with 

the Arduino. ESP8266 runs on 3.3V and if we 

will supply 5V from the Arduino then it won’t 

work properly and it will damage. Then we will 

Connect the VCC and the CH_PD to the 3.3V pin 

of Arduino. The RX pin of ESP8266 works on 

3.3V and it will not communicate with the 

Arduino when we will connect it directly to the 

Arduino. So, we have to make a voltage divider 

for it which convert the 5V into 3.3V. This will 

happen when we connect three resistors in series 

like we did in the circuit. then we will Connect 

the TX pin of the ESP8266 to the pin 10 of the 

Arduino and the RX pin of the esp8266 to the pin 

9 of Arduino through the resistors. 

 
Fig 6: CIRCUIT DIAGRAM AND 

EXPLANATION ESP8266 Wi-Fi module will 

give our projects access to Wi-Fi or internet. It 

is a very cost effective device and it will make 

your system very powerful. It can communicate 

with any microcontroller and it is the most 
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leading devices in the IOT platform. Then we 

will connect the MQ135 sensor with the 

Arduino. After that we will Connect the VCC 

and the ground pin of the sensor to the 5V and 

ground of the Arduino and the Analog pin of 

sensor to the A0 of the Arduino. then Connect a 

buzzer to the pin 8 of the Arduino which will 

start to beep when the condition becomes true. 

In last, we will connect LCD with the 

Arduino.    

 

5. RESULTS AND 

DISCUSSONS 

We have to connect the Wi-Fi of your ESP8266 

device first Before uploading the code. After 

uploading, we will open the serial monitor and 

it will display the IP address which is shown. 

Fig 7:IP ADDRESS Type this IP address in 

your browser, it will show you the output as 

shown below. You will have to refresh the page 

again if you want to see the current Air Quality 

Value in PPM Fig 8:AIRQUALITY STATUS 

We have setup a local server to demonstrate its 

working, But to monitor the air quality from 

anywhere in the world, we need to forward the 

port 80 (used for HTTP or internet) to our local 

or private IP address (192.168*) of our device. 

After port forwarding all the incoming 

connections will be forwarded to this local 

address and you can open above shown 

webpage by just entering the public IP address 

of your internet from anywhere. We can 

forward the port by logging into your router 

(192.168.1.1) and we can find the option to 

setup the port forwarding. 

 

6. CONCLUSION   

The system to monitor the air of environment 

using Arduino microcontroller,IOT Technology 

is proposed to improve quality of air. With the 

use of IOT technology enhances the process of 

monitoring various aspects of environment such 

as air quality monitoring issue proposed in this 

paper.MQ135 gas sensor gives the sense of 

different type of dangerous gas and arduino is 

the heart of this project.Which control the entire 

process. Wi-Fi module connects the whole 

process to internet and LCD is used for the 

visual Output. 

 

REFERENCES 

1) Riteeka Nayak, Malaya Ranjan Panigrahy,Vivek 

KumarRai and T Appa Rao:IOT based air pollution 

monitoring system Vol-3, Issue-4, 2017 

 2) Navreetinder Kaur,Rita Mahajan and Deepak 

Bagai: Air Quality Monitoring System based on 

Arduino Microcontroller Vol. 5, Issue 6, June 2016 

3) J. J. Caubel, T.E. Cados, 

T.W.Krichstetter,(2018)‘ANew Black Crabon 

Sensor for Dense Air Quality Monitoring 

Networks’, IEEE.  

4) G. Lo Re, D. Peri, S. D. Vassallo, (2013) ‘A 

mobile application for assessment of air pollution 

exposure’, IEEE.   

5)Sammarco, M., Tse, R., Pau, G. and Marfia, G., 

2017. Using geosocial search for urban air pollution 

monitoring. Pervasive and Mobile Computing, 35, 

pp.15-31.  

6) Kadri,  A., Yaacoub,  E., Mushtaha,  M. and Abu-

Dayya, A., 2013, February.  Wireless sensor  

network  for  real-time  air  pollution  monitoring.  In  

Communications,  Signal  

Processing, and their Applications (ICCSPA), 2013 

1st International Conference on (pp.1-5). IEEE.  

 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 
 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 428 

 

Childrens and social media 

Saniya Khan1. Mohini Gayki2. Sandhya Dahake3 
G.H. Raisoni Institute of Information and Technology, Nagpur 

 

Abstract: Children, teenagers and youngsters as well widely use social media, and recent studies have shown that 

they spend majority of their time daily in social media pages. This study aims to show the advantages and 

disadvantages that social media has in the development of the youth. We did study in Nagpur by interviewing 

teenagers between 11-17 years and adult between 18 to 22 years of age. Those selected were regular users of social 

media. The study shows that children and teenagers were positively affected as social media helped in increasing 

their verbal communication abilities, getting information regarding the latest technologies helping for the society, 

developing their technical skills, and how they can effectively use this recent technology. On the other side, the major 

risk and exposing to Facebook depression, cyberbullying, online sexual harassments and video game addictions. In 

the conclusions part of this study, some suggestions were given for further studies. 

Keywords: Social-media, advantages, disadvantages, teenagers, youth. 

Introduction 

Teenagers in these days widely use social 

networks or sites. They have made this a 

part of their daily activities of life. Every 

webpage that allows for social interaction 

is considered to be a social media site. 

These pages include the social network 

pages like Facebook, Twitter, Instagram, 

Myspace; gaming sites and virtual worlds 

such as Club Penguin, Second Life, and the 

Sims; video sites such as YouTube; and 

blogs. Consequently, such sites offer 

today's youth a portal for entertainment 

and communication. Social media has 

become a daily habit in most people’s 

lives. Individuals across different age 

groups use social media platforms like 

Facebook, Instagram, YouTube and 

Twitter for communication and 

networking, and Indians spend 

approximately 2.4 hours of a day on social 

media alone. Young individuals aged 18-

24 years spend excessive time on these 

applications – with Facebook and 

Instagram having 97.2 million and 69 

million users from this age group alone in 

India, clearly showcasing growing 

dependency on social media. The constant 

use leads to exposure to risky content, 

changes in behavioural patterns, feeling of 

inferiority and even cyberbullying, 

resulting in grave mental health challenges 

and illnesses. [The Indian Express 

Journalism of Courage]. 

Social media refers to the environments 

that change the way people communicate, 

interact and socialize and, in the meantime, 

allow people to express themselves as  

they want, using internet infrastructure. 

Social Media is a platform that enables its 

users to participate in activities and events 

identified as its content as a way of 

communicating with their social circles 

including other users in the system and 

society, to share their own opinions by 

bringing them together to create their own 

content. 

There is increasing evidence that the 

amount of time children are spending on 

technological devices and social media at 

home and in school has raised concerns on 

the impact of these activities on their 

development. 

 

Increasing Trends About Social Media 

and Its Uses 

More people are using social media: The 

number of people using social media 

continues to grow, with billions of people 

worldwide now using platforms like 

Facebook, Twitter, Instagram, TikTok, and 

LinkedIn. This trend is expected to 

continue in the coming years. 

Social media as a source of news: More 

people are using social media to get their 

news, as opposed to traditional news 

sources like newspapers and TV. This 

trend is particularly prevalent among 

younger people. 

Social media advertising: Social media 

advertising is becoming increasingly 

popular among businesses of all sizes. 

Platforms like Facebook and Instagram 
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offer targeted advertising options that can 

be very effective in reaching specific 

audiences. 

Social commerce: Social media platforms 

are increasingly becoming places where 

people can shop and make purchases 

directly from businesses, without ever 

leaving the platform. Platforms like 

Instagram and Facebook now offer 

shoppable posts and storefronts. 

Rise of influencer marketing: Influencer 

marketing, where businesses partner with 

social media influencers to promote their 

products or services, has become a major 

trend in recent years. Influencers can have 

a significant impact on their followers' 

purchasing decisions. 

Social media: Benefits 

 

Social media is a big part of social and 

creative life for pre-teens and teenagers. 

Pre-teens and teenagers use social media to 

have fun, make and maintain friendships, 

share and learn interests, explore identities 

and develop relationships with family. It’s 

an extension of their offline and face-to-

face interactions. For older teenagers 

especially, it’s often a key part of how they 

connect with friends. 

Social media can connect pre-teens and 

teenagers to online global groups based on 

shared interests. These might be support 

networks – for example, for young people 

with disability or medical conditions, 

LGBTIQ+ teenagers, or children from 

particular cultural backgrounds. Or they 

might be sites for commenting on and 

sharing content about particular interests 

like games, TV series, music or hobbies. 

Social networking services can be used to 

hone debating and discussion skills in a 

local, national or international context. 

This helps users develop public ways of 

presenting themselves. Personal skills are 

very important in this context: to make, 

develop and keep friendships, and to be 

regarded as a trusted connection within a 

network. Social networking services can 

provide young people with opportunities to 

learn how to function successfully in a 

community, navigating a public social 

space and developing social norms and 

skills as participants in peer groups. 

Social networks encourage discovery. If 

someone is interested in certain books, 

bands, recipes or ideas, it's likely that their 

interest will be catered for by a social 

networking service or group within a 

service. If users are looking for something 

more specific or unusual then they could 

create their own groups or social 

networking sites. Social networking 

services can help young people develop 

their interests and find other people who 

share the same interests. They can help 

introduce young people to new things and 

ideas, and deepen appreciation of existing 

interests. They can also help broaden users' 

horizons by helping them discover how 

other people live and think in all parts of 

the world. 

Social media: Risks 

Social media can also pose risks. For your 

child, these risks include: being exposed to 

inappropriate or upsetting content, like 

mean aggressive, violent or sexual 

comments or images uploading 

inappropriate content, like embarrassing or 

provocative photos or videos of themselves 

or others sharing personal information with 

strangers – for example, images, date of 

birth, location or address cyberbullying 

being exposed to too much targeted 

advertising and marketing being exposed 

to data breaches, like having their data sold 

on to other organisations.  

It is seen that the use of the internet is 

increasing day by day and social media is 

used not only by adults and young people 

but also by children. Thanks to the devices 

that have a touch screen, even children who 

are illiterate have become internet users. 

What children can encounter on the 

Internet, where they are left alone for 

playing games and watching videos, 
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should be regarded as an important 

problem by adults.  

Children discovering the virtual world via 

game applications and video sites also 

become active social media users after 

learning to read and write. It is quite easy 

to get the attention of the children by 

evoking their senses of curiosity. 

Especially if the advertisements can be 

watched by the content providers without 

considering the age of the users, it should 

be seen as a serious problem. 

In addition to this, the fact that some ill-

minded adults can show themselves as 

children by giving misinformation about 

their real age and try to interact with real 

children users in social media sites should 

be considered as a danger, as well. One of 

the major threats on the internet was 

pornography via text, pictures, audio and 

video, but it seems difficult to prevent the 

spread of these contents through social 

media, while the sources of these contents 

can be identified and closed down. 

Moreover, the work of those who want to 

attract children to themselves by creating 

false profiles through social media seems 

fairly easy. 

Managing social media risks for pre-

teens and teenagers 

Talking about social media use Talking 

with your child is the best way to protect 

them from social media risks and ensure 

their internet safety. Talking gives you the 

opportunity to help your child: work out 

how they want to treat other people and be 

treated online – for example, you can  

encourage your child to make only positive 

comments understand the risks involved in 

using social media – for example, your 

child might be tagged in an embarrassing 

photo taken at a party learn how to navigate 

the risks – for example, if your child posts 

an identifiable selfie, they can reduce risk 

by not including any other personal 

information learn what to do if people ask 

for personal details, are mean or abusive 

online, post embarrassing photos of them, 

or share information that links back to 

them. [raisingchildren.net.au (the 

Australian parenting website)]. 

• Cyberbullying and Online Harassment: It 

can be said that this is the most dangerous 

risk that social media pose for children and 

it is the most common one. Through social 

media, cyberbullying or online harassment 

can be realized as “from an adult to 

children” or” from peers to peers/ from 

children to children”. Social media is an 

easy and potential platform to spread fake, 

artificial, embarrassing and hostile 

information about others, which may affect 

children profoundly and cause depression, 

anxiety, isolation and suicide as a result.  

• Sexting: social media provides an easy 

platform to share any kinds of content for 

its users and some people can use the social 

media facilities to spread their own sexual 

messages, videos, photos or information 

and children users may see this sexually 

explicit sharing’s of others or even children 

may make such sharing’s and become 

targets of child pornography. Sexting can 

be used as a way of cyberbullying as well. 

• Facebook Depression: Hankins and Jia 

(1999) expressed a new phenomenon 

called Facebook depression, which can be 

defined as the negative emotional mood or 

situation that occur when children spend 

too much time on social media websites. 

Especially, adolescents who feel lonely 

and have trouble making friends and 

becoming a part of social peer groups in 

their environment can use social media 

websites to avoid this loneliness and may 

start to use these websites more than 

enough and thus suffer from a more severe 

social isolation that may cause them to 

develop addiction. 

 • Defective Social Relationship: Directly 

related to the aforementioned item 

“Facebook depression”, children who 

spend too much time on social media 

platforms may lose wonderful 

opportunities of real conversations and 

face-to-face sharing’s in their real lives 

because they spend little time with their 

families and actual friends, which weakens 
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the family bond and limit interaction with 

actual people. Real conversations and face-

to-face communication make people 

happier and help them avoid depression, 

loneliness and any kind of negative 

emotional mood. 

What about banning social media? 

 

It can be hard to ban social media, even for 

younger children. This is because social 

media is increasingly a part of children’s 

apps, games, websites and learning 

environments. Instead, it’s better to teach 

your child how to navigate social media 

risks and behave respectfully on social 

media. 

Banning social media altogether is a 

complex issue with potential benefits and 

drawbacks. Here are some points to 

consider: 

Pros: 

Reducing the spread of misinformation and 

fake news: Social media platforms have 

been criticized for allowing the spread of 

false information that can have real-world 

consequences. Banning social media could 

help reduce the spread of such 

misinformation. 

Reducing online harassment and bullying: 

social media has also been criticized for 

facilitating online harassment and 

bullying. A ban on social media could help 

reduce the prevalence of such behaviour. 

Protecting privacy: Social media platforms 

collect a lot of data about their users, and 

some people have concerns about how that 

data is used. Banning social media could 

help protect people's privacy. 

Cons: 

Limiting free speech: Social media has 

become an important platform for people 

to express their opinions and share their 

ideas. A ban on social media could be seen 

as a violation of free speech rights. 

Limiting access to information: Social 

media has also become an important source 

of news and information for many people. 

A ban on social media could limit people's 

access to important information. 

Economic impact: Social media platforms 

are big businesses that employ thousands 

of people and generate billions of dollars in 

revenue. A ban on social media could have 

a significant economic impact. 

Overall, banning social media is a complex 

issue that requires careful consideration of 

the potential benefits and drawbacks. 

Instead of an outright ban, policymakers 

may consider regulating 

Nagpur Teenagers and Social Media 

Usage 

20 teenager of age 11-17 years old and 10 

adult of age 18-22 years old were 

interviewed in the framework of this 

article. They are using social media 

regularly and at the end of the day, they 

counted nearly 4 to 5 hours of navigation 

on social media. 99% of them access their 

Facebook account every day and they also 

make two or three accesses per day. Out of 

that approximately 5 hours specifically 

teenagers spend 25 percent their times on 

Facebook and 45 percent gaming sites and 

15 percent on YouTube and Instagram and 

15 percent on the academic learning sites. 

While, adult of age 18 to 22 years 

approximately spending 5 hours on daily 

basis spending their time on social medica 

out of that 25 percent their times on 

Facebook and 25 percent gaming sites and 

30 percent on YouTube and Instagram and 

10 percent on the academic learning sites 

and its harsh to say but adults are spending 

10 percent of time on daily basis on adult 

sites. 
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            Table1: Teenagers spending time in 

percent  

 

 

            Table2: Adult spending time in 

percent  

Conclusion  

Based on the studies cited in this paper, we 

come to the conclusion that social media is 

a very important platform in the daily life 

of the teenagers and adults. They benefit by 

increasing the communication skills with 

friends and relatives and they can develop 

their socialization process more. Also, we 

can say that the teenagers and adults were 

able to use social media to obtain 

information about topics like health, 

education, and to increase the technical 

skills using the last technologies. 

Consequently, various forms of social 

media have changed the ways the teenagers 

and adults talk, learn, and think. On the 

other hand, teenagers and adults are in 

danger of Facebook depression, 

cyberbullying, and online sexual 

harassment. It must be stressed that the 

benefits and risks of teenagers and adults 

in the usage of social media have a 

significant impact in their physical and 

psychological development. It is necessary 

to create parents and teachers “awareness” 

on the risks faced by pre-teenagers and 

teenagers and adults on social media. 

These two groups should encourage 

dialogs between teenagers and adults and 

discuss in detail the risks that come from 

the usage of this pages and the impact it 

might leave on them. However, the studies 

in this direction are few and we suggest a 

wider study in Nagpur and other regions on 

this issue. 
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Abstract: The tremendous volumes of data are generated because of the advancement in the utilization of the 

Internet has expanded. This large volume of literature has a wealth of information and knowledge that must be 

satisfactorily summarized in order to be useful. Most of the produced data is unstructured, so manually extracting 

meaningful data from it, is challenging. Humans have a constrained ability to comprehend and extract useful 

information from large amounts of data. It takes a long time for them to grasp the essence of the content. As a 

result, summarization is a well- known way of addressing such challenges.Text summarization is an important 

activity in the analysis of a high-volume text documents. It is the process of generation of the summary of input 

text by extracting the representative sentences from it. Text summarization creates an automatically generated 

summary that includes all pertinent significant information from the original material. Observing the summary 

results, extractive and abstractive summarization techniques are one of the most common. In this Paper, we will 

be mainly focusing on a survey on different summarization techniques for text data. 

Keywords: Summarization, Extractive and Abstractive Summarization, NLP, Text summarization. 

 

I. INTRODUCTION 
Huge[1] amount of information is available 

online on the World Wide Web.To access 

information from databases, search engines 

like Google and Yahoo were created. 

Because the amount of electronic information 

is growing every day, the real outcomes have 

not been reached. As a result, automatic 

summarization or Text Summarization is a 

well- known way of addressing such 

challenges. Text summarization[2] is the 

creation of a shortened version of a text by a 

computer program. The product of this 

procedure still contains the most important 

points of the original text and is generally 

referred to as an abstract or a summary.  

The objective of text summarization [3] is to 

gather prominent information from the 

source by filtering and providing a succinct 

summary. To date, several techniques [4] for 

text summarization have been developed. 

Text summarization techniques can be 

broadly classified into four categories: input, 

output, content and purpose. There are single 

and multi-document summary options based 

on the number of documents. Meanwhile, the 

extractive and abstractive outcomes [5] are 

based on the summary results. In contrast, 

generic and query-based depend on the 

purpose. On the other hand, it is divided into 

indicative and informative based on the 

content. The internet [6] is abundant with raw 

text from several sources, and genres are 

typically unstructured, noisy, and unsuitable 

for summary processing.  

Generally, the processing architecture[7] of 

all automatic text summarization systems 

contains three steps. The [8] first is 

preprocessing to usually identify words, 

sentences and other structural components of 

the text. The second is processing, which 

converts the input text to a summary by using 

a text summarization method. The third is 

post-processing, which fixes problems in the 

created draft summary.  

Text preprocessing [3] refers to the process 

of cleaning and standardizing the 

unstructured data. It is a necessary step before 

we can begin text summarizing. The five 

components of text pre-processing are 

tokenization, lower casing, stop words 

removal, stemming, and lemmatization. 
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Following fig-1 shows Steps of Text Pre-

processing. 

Text summarization[7] methods usually 

extract important words, phrases or sentences 

from a document and use these words, 

phrases, or sentences to create a summary. 

 

Fig -1: Steps of Text Pre-processing 

Text summarization can be classified into 

 Extractive and Abstractive 

Summarization 

 Single document and Multi document 

Summarization 

 Generic and Query based Summarization 

Extractive and Abstractive 

Summarization: Extraction techniques 

merely copy information deemed to be most 

important by the system to the summary, it 

[7] chooses important sentences from a 

document and combines them to create a 

summary without changing the original 

sentences, while abstraction involves 

paraphrasing sections of the source 

document. Abstractive summarization, first 

converts the important sentences extracted 

from a document into an understandable and 

coherent semantic form, and then generates 

the summary from this internal form, thus 

potentially changing the original sentences. 

In general, abstraction can produce 

summaries that are more condensed than 

extraction, but these programs are considered 

much harder to develop. Both techniques 

exploit the use of natural language processing 

and/or statistical methods for generating 

summaries. 

Single document and Multi document 

Summarization: The applicability of text 

summarization[2] is increasingly being 

exploited in the commercial sector, in areas 

of telecommunications, data mining, 

information retrieval, and in word processing 

with high probability rates of success. In 

addition to its wide range of applicability in 

the commercial sector, emerging areas of text 

summarization include multimedia and 

multi-document summarization; however, 

there has been less work performed in 

meeting summarization.single document [7] 

and multi-document summarization, 

depending on the number of input 

documents. Single document text 

summarization only accepts one document as 

input[9], whereas multi-document 

summarization accepts more than one 

document, where each document is related to 

the main topic. Meaningful information is 

extracted from each document and then 

gathered together and organized to generate a 

summary. 

Generic and Query based 

Summarization:Summaries[10] can also be 

of two types: generic and queryfocused. In 

query focused summary the summary is 

generated on the basis of words or sentences 

required specifically by the user, whereas a 

general set of information is delivered in a 

generic summary. Generic-based summaries 

[3] are independent of the document and may 

be used by a range of end-users, while query-

based summaries are more specific 

summaries. 

II. EXTRACTIVE 

SUMMARIZATION: 
The architecture[7] for extractive 

summarization includes three steps: Pre-

processing, Processing, and Post-processing, 

as shown in Figure 2.  

Pre-processing performs tasks such as 

tokenization and extraction of sentences and 

Tokenization 

Lower Casing 

Stop Word Removal 

Stemming 

Lemmatization 
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paragraphs. The processing step creates 

appropriate representation of the input text 

using techniques such as N-grams and 

graphs, or performs neural network-based 

feature extraction and encoding [9] followed 

by scoring each sentence depending on input 

text representation. 

 

Fig. 2. Extractive Text Summarization 

Architecture  

After that, the approach chooses highly 

ranked sentences and links them together as a 

summary. Post-processing involves steps 

such as changing pronouns with their 

antecedents, and rearranging the extracted 

sentences. 

Extractive Summarization Techniques 

 Term Frequency-Inverse Document 

Frequency (TF-IDF) method: 

Sentence frequency[11] is defined as the 

number of sentences in the document that 

contain that term. Then this sentence vectors 

are scored by similarity to the query and the 

highest scoring sentences are picked to be 

part of the summary. Term Frequency - 

Inverse Document Frequency (TF-IDF) is a 

widely used statistical method in natural 

language processing and information 

retrieval. It measures how important a term is 

within a document relative to a collection of 

documents.Words within a text document are 

transformed into importance numbers by a 

text vectorization process. There are many 

different text vectorizations scoring schemes, 

with TF-IDF being one of the most 

common.As its name implies, TF-IDF 

vectorizes/scores a word by multiplying the 

word’s Term Frequency (TF) with the 

Inverse Document Frequency (IDF). 

 Cluster Based Method: 

Documents [11] are usually written such that 

they address different topics one after the 

other in an organized manner. They are 

normally broken up explicitly or implicitly 

into sections. Itis intuitive[1] to think that 

summaries should address different “themes” 

appearing in the documents. Some 

summarizers incorporate this aspect through 

clustering. If the document collection for 

which summary is being produced is of 

totally different topics, document clustering 

becomes almost essential to generate a 

meaningful summary. 

 Graph theoretic approach: 

Graph theoretic representation[1][11] of 

passages provides a method of identification 

of themes. After the common preprocessing 

steps, namely, stemming and stop word 

removal sentences in the documents are 

represented as nodes in an undirected graph. 

There is a node for every sentence. Sentences 

are connected with an edge if the two 

sentences share some common words. For 

query-specific summaries, sentences may be 

selected only from the pertinent sub graph, 

while for generic summaries, representative 

sentences may be chosen from each of the 

sub-graphs. The nodes with high cardinality 

are the important sentences in the partition, 

and hence gets higher preference to be 

included in the summary. 

 Machine Learning approach: 

The idea behind [7] machine learning is to 

use a training set of data to train the 

summarization system, which is modeled as 

a classification problem. Sentences are 

classified into two groups: summary 

sentences and non-summary sentences [12]. 

The probability of choosing a sentence for a 

summary is estimated according to the 

training documents and corresponding 

extractive summaries. The steps for ranking 

sentences in Machine Learning methods are 

extracting features from a document, and 

feeding those features to a machine learning 
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algorithm that gives an output score as a 

value. The frequent [13] features used in 

summarization include the position of 

sentences in the document, sentence length, 

presence of uppercase words, similarity of 

the sentence to the document title, etc. 

Machine learning [13] approaches have been 

widely used in summarization, to name a few. 

Naive Bayes, decision trees, support vector 

machines, Hidden Markov models and 

Conditional Random Fields are among the 

most common machine learning techniques 

used for summarization. A large[7] training 

data set is necessary to improve the choices 

of sentences for the summary.  

 LSA Method 

Latent [13] semantic analysis (LSA) is an 

unsupervised method for extracting a 

representation of text semantics based on 

observed words. External training [10] is not 

required in this analysis. It takes as input the 

text of the document and search for patterns 

such as words that frequently occur together 

or words that are seen in different 

sentences[14]. If the common words are high 

in number that indicates that the sentences are 

semantically related. Singular Value 

Decomposition method is used for finding 

these types of interrelations between words 

and sentences.  

The LSA [13]method first builds a term-

sentence matrix (n by m matrix), where each 

row corresponds to a word from the input (n 

words) and each column corresponds to a 

sentence (m sentences). Each entry aij of the 

matrix is the weight of the word i in sentence 

j. The weights of the words are computed by 

TFIDF technique and if a sentence does not 

have a word the weight of that word in the 

sentence is zero. Then singular value 

decomposition (SVD) is used on the matrix 

and transforms the matrix A into three 

matrices: A = UΣV T. Matrix U (n × m) 

represents a term-topic matrix having 

weights of words. Matrix Σ is a diagonal 

matrix (m×m) where each row i corresponds 

to the weight of a topic i. Matrix V T is the 

topic-sentence matrix. The matrix D = ΣV T 

describes how much a sentence represent a 

topic, thus, dij shows the weight of the topic i 

in sentence j. 

Text summarization with neural networks 

This method [3] works by first training the 

neural network, and then the trained network 

selects the essential phrases that should be 

included in the summary in the same manner 

that a person would. The fundamental 

advantage of neural networks is their ability 

to change characteristics based on the needs 

of the user. It takes an excessive amount of 

time to train aneural network.Neural 

networks[10] are used to identify the 

important sentences from the document. 

Two-layer with back propagation was used. 

Firstly, the Training the machine using 

machine learning algorithm on test data. 

Three-layer model can also be used. 

Important step involves the relationships 

establishments. (1) eliminating infrequent 

features (2) collapsing frequent features after 

which sentence ranking is done to identify the 

important summary sentences.  

 Automatic text summarization based on 

fuzzy logic 

There are four basic components[10]namely 

Fuzzifier, Inference Engine, Fuzzy Rule base 

and Deffuzifier. Source document is 

preprocessed with the features such as 

sentence length, sentence location, sentence 

similarity etc. To maintain coherency 

summary is generated in the order of 

occurrences in the main document. Text 

summarization [7] methods use a multiple-

valued system known as fuzzy logic, Fuzzy 

logic produces an efficient way to provide 

feature values for sentences that are between 

the two logical values “one” and “zero”, 

because these two values often do not 

represent the “real world”. For ranking 

sentences, the first step is to choose a group 

of features for every sentence. The second 

step is to apply the fuzzy logic concept to get 

a score for every sentence based on the 

importance of the sentence. This means every 

sentence has a score value from 0 to 1, 

depending on the features. Fuzzy logic 

represents uncertainties in selecting a 

sentence as a ‘fuzzy’concept. However, one 

negative factor is redundancy in the selected 
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sentences for the summary, impacting the 

quality of the generated summary. Therefore, 

a redundancy removal technique is required 

to enhance the quality of the generated 

summary. 

 Query based extractive text 

summarization 

In query based[11] text summarization 

system, the sentences in a given document 

are scored based on the frequency counts of 

terms. The sentence that containing the query 

phrases are given higher scores than the ones 

containing single query words. Then, the 

sentences with highest scores are 

incorporated into the output summary 

together with their structural context. 

Portions of text may be extracted from 

different sections or subsections. The 

resulting summary is the union of such 

extracts. 

III. ABSTRACTIVE 

SUMMARIZATION: 
Abstractive text summarization[7] creates a 

summary of a document by extracting and 

understanding the concepts present inthe text 

during processing. It paraphrases the text,but 

does not directly copy from the content of the 

original text. The architecture [7] for 

abstractive summarization includes three 

steps: Pre-processing, Processing, and Post-

processing, as shown in Figure 3. 

 
Fig. 3. Abstractive Text Summarization 

Architecture 

Abstractive Summarization Techniques 

 Structured Based Approach 

Instructure based [16] approach, important 

sentences from source text gets populated in 

a predefined structure toobtain the required 

abstract summary without losing its meaning. 

It chooses [17] the critical parts from the 

source documents using deep learning 

techniques: tree-based method, Template 

based method, Ontology based method, lead 

and body phrase method and Rule based 

method. 

 Tree based method 

Tree based[11] method,this technique uses a 

dependency tree to represent the text/contents 

of a document.Similar sentences[16]are 

extractedfrom source textwith the help of a 

parser and populated into a tree structure 

which follows predicate argument 

structure.Different[11] algorithms are used 

for content selection for summary such as 

theme intersection algorithm or algorithm 

that uses local alignment across pair of parsed 

sentences. The technique uses either a 

language generator or an algorithm for 

generation of summary. The limitation of this 

approach is that it lacks a complete model 

which would include an abstract 

representation for content selection.The 

disadvantage [17]with this method is it does 

not have perfect model that has exact 

representation of information retrieval. 

 Template based method 

Template based[11]method,this technique 

uses a template to represent a whole 

document. Linguistic patterns or extraction 

rules are matched to identify text snippets 

that will be mapped into template slots, from 

the snippets [16] extracted using keywords, 

the required information is populated into 

atemplate to form the final summary [18]. 

These text snippets[11]are indicators of the 

summary content. The templates are filled 

with important text snippets extracted by the 

Information Extraction systems. Advantage 

of this approach is that, the generated 

summary is highly coherent because it relies 

on relevant information identified by IE 

system. This approach works only if the 

summary sentences are already present in the 

source documents. It cannot handle the task 

if multi document summarization requires 

information about similarities and 

differences across multiple documents. 
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 Ontology based method 

Inontologybased[16] method,the sourcetext 

is preprocessedto extracttherequired 

keywordswhich aremapped asconcepts and 

relations with the help of predefined 

ontologywhich will be converted to 

meaningful summary.Ontology[17]is a 

technique of picking key phrases and then 

selecting the sentences for creating the rules 

for summarization. Use ontology (knowledge 

base) to improve the process of 

summarization.The disadvantage with this 

approach is that only domain experts can 

construct the ontology for the field which is 

tedious task. 

 Lead and body phrase method 

The lead and[17]bodyphrase method, this 

technique is based on the mechanism of 

stages (insert and replace) which has similar 

syntactic head chunk in the beginning and 

core sentences to overwrite the leading 

sentence. It focuses [16]on revamping the 

lead sentence by either substituting or 

inserting theinformation rich similar phrases 

from the body which are called triggers. If the 

body phrase has higher syntacticsimilarity 

with the lead phrase, then that lead phrase 

gets substituted by the body phrase provided 

the information isricher than the lead phrase. 

Insertion happens if there is no similarity 

between body and the lead phrases[19].  

The potential benefit [11] of this method is 

that it found semantically appropriate 

revisions for revising a lead sentence. This 

method has some weaknesses. First, parsing 

errors degrade sentential completeness such 

as grammaticality and repetition. Secondly, it 

focuses on rewriting techniques, and lacks a 

complete model which would include an 

abstract representation for content selection.  

 Rule based method 

In rule-basedmethod,the textual documents 

are summarized by representing them as a 

group and set of details. 

Rulesandcategories[16]areusedtorepresentth

edocumentsummaries.The documents [11] to 

be summarized are represented in terms of 

categories and a list of aspects. Content 

selection module selects the best candidate 

among the ones generated by information 

extraction rules to answer one or more 

aspects of a category. Finally, generation 

patterns are used for generation of summary 

sentences. Rulesarefedintothismoduletoget 

the required meaningful candidates from 

which the best candidate is selected which is 

passed to 

summarygenerationmodule.Finally,thesumm

ary is generatedusing generationpattern. 

The strong point of this method is that it has 

a potential for creating summaries with 

greater information density than current state 

of art. The main drawback of this 

methodology is that all the rules and patterns 

are manually written, which is tedious and 

time consuming. 

 Semantic Based Approach 

In Semantic based approach [1],semantic 

representation of document is used to feed 

into natural language generation (NLG) 

system. It deals [10] with the linguistic data. 

It focuses on noun and verb phrases. 

Semantic[16] based approach involves three 

stages namely; inputting the document, 

semantic representation of thedocument and 

feeding semantic representation to Natural 

Language Generation phase (NLG) to obtain 

the desirableoutput. The different methods 

used in this approach are Multimodal 

semantic model, Information item-based 

methodand Semantic Graph based method.  

 Multimodal semantic model 

Multimodal[10] semantic model, it produces 

abstract summary with excellent coverage 

because of its salient textual and graphical 

content. But can only be evaluated manually. 

The semantic model[16] is constructed by 

making useof concepts and finding the 

relation between these concepts with the help 

of ontology. The second stage 

involvesidentifying the important concepts 

using information density metrics. In the final 

stage, the required summary isgenerated 

from these important concepts. An important 

advantage [11] of this framework is that it 

produces abstract summary, whose coverage 

is excellent because it includes salient textual 

and graphical content from the entire 

document. The limitation of this framework 

is that it is manually evaluated by humans. 
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An automatic evaluation of the framework is 

desirable. 

 Information item-based method 

The information[16] item-based method 

deals with abstract representationof the 

document to form information items. These 

information items are extracted after 

syntactic analysis of the text.From these 

items, sentences are generated by obeying the 

subject-verb-object structure using a 

sentence generator.The sentences [20] 

generated are then ranked based on the 

average Document Frequency (DF) score. 

From this list, thehighly ranked sentences are 

taken to form the summary.It results [10]is a 

well-defined information with minimal 

redundancy. It’s inability in creating 

meaningful and grammatical sentences were 

the main cause of its failure. Very poor 

linguistic quality was seen in this method. 

The major[11][1]strength of this approach is 

that it produces short, coherent, information 

rich and less redundant summary. This 

approach has several limitations. First, many 

candidate information items are rejected due 

to the difficulty of creating meaningful and 

grammatical sentences from them. Secondly, 

linguistic quality of summaries is very low 

due to incorrect parses.  

 semantic graph-basedmethod 

The semantic [16]graph-based method 

consists of threephases. In the first phase, the 

entire document is represented by a Rich 

Semantic Graph (RSG).In the second 

phase,heuristicrulesareappliedtoreducetheco

mplexityofsemanticgraph.Theninthefinalpha

se,theabstractsummaryis 

generatedfromthisreducedgraph.It produces 

[10]concise, coherent, less redundant and 

grammatically correct sentences. But only 

single document abstractive summarization 

is possible.This method [11] is used to 

summarize a document by creating a 

semantic graph called Rich Semantic Graph 

(RSG) for the original document, reducing 

the generated semantic graph. After that it 

generating the final abstractive summary 

from the reduced semantic graph. Strength of 

this method is that it produces concise, 

coherent and less redundant and 

grammatically correct sentences. However, 

this method is limited to single document 

abstractive summarization. 

 Deep Learning-Based Methods: 

Deep Learning-BasedMethods, Recent [7] 

research in generating abstractive 

summarization has used deep sequenceto-

sequence learning. In many different NLP 

tasks such as machine translation, sequence-

to-sequence learning has led to good results. 

RNNs with attention models have 

accomplished promising results in text 

summarization. Deep learning-based 

methods are being actively explored, and 

researchers are trying to solve many deep 

learning issues. Some of the issues are the 

inability to handle out-of-vocabulary words, 

and generation repeated phrases or words. 

Abstractive summarization has recently 

concentrated on utilizing deep learning 

methods, particularly for short text 

summarization [21]. It is a recommendation 

by some to use more than one method to 

produce a better abstractive summary by 

taking advantage of each method. Using 

different text summarization algorithms on 

the same input document will produce 

different summaries. To generate a better 

summary, it is necessary to combine outputs 

of various text summarization algorithms 

rather than using single algorithms [22]. 

Usually, structure-based methods are used as 

extractive techniques for generating hybrid 

summaries while semanticsbased or deep 

learning-based methods are used to generate 

abstractive summariesFor instance, one of 

these methods can be used in the pre-

processing step to select the important 

phrases, and the other method to create the 

abstractive summarization. The authors in  

suggest a combination of semantics-based 

data transformation, followed by a 

encoderdecoder deep learning models for 

abstractive summarization. 

IV. CONCLUSION: 
Text summarization focuses on shortening 

texts and making them more readable for 

users, with an excess of data accessible on the 

internet and the necessity to comprehend it in 

order to save the reader's time, text summary 
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techniques are utilized. This paper provides a 

quick overview of text preprocessing, used to 

clean data to do effective summarization. 

Then it summarizes the many types of text 

summarizing approaches, categorizing them 

according to input, output, content, and 

purpose. Also review on extractive and 

abstractive summarization. Extractive 

summarization summarizes by simply 

extracting information from the input text. 

Abstractive summarization is a more 

complicated method because it summarizes 

the text in its language. The abstractive 

technique produces better and more 

semantically connected summaries.  
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Abstract: Fingerprint recognition system detects the authenticity of the human. In various security systems, 

the fingerprint recognition is essential. The exactness and efficiency are the key parameters for such type of 

systems. Different methods have been used for recognition of fingerprints, among them the statistical methods 

dominated over others for many years. Deep learning is another technique which is recently applied for these 

types of recognition tasks. In this paper, we are proposing an inversion approach embedded with pre trained 

deep neural network VGG16 to classify fingerprint images. Pre trained VGG16 model is used as it produces 

the best results as compared to other models namely, VGG19, InceptionV3 and ResNet50. It has been 

observed that the proposed approach improves the accuracy of fingerprint classification of VGG16 model 

from 89% to 92% on the existing dataset. The collective samples of fingerprints had been classified into 10 

classes.  The proposed approach can be further applied with other datasets to get the better results of 

classification. 
Keywords: Computer Vision, Finger Prints Recognition, Deep Learning, Convolution Neural Network, VGG16. 

 

1 Introduction 
Fingerprint is a standard biometric feature of a 

person for his unique identity.Several 

applications like mobile phone authentication, 

biometric attendance, security systems, 

forensic investigation etc. are using fingerprints 

recognition in an effective way for the 

authentication of the user verification [1-2].It 

has been observed that a deep learning model 

can extract relevant features from an image 

without a complex programming. Thus, most of 

the recent techniques are using deep neural 

models like VGG16, VGG19, ResNet50, 

InceptionV3, Xception, AlexNet, GoogLeNet 

for fingerprint recognition to classify 

fingerprint images on different datasets.[3-9] 

In this paper, fingerprint 

recognition is done in two steps: features 

extraction and classification. For feature 

extraction from fingerprint images, a pre 

trained model, VGG16 [10] is used and 

then extracted features are passed through 

a classifier for the required classification. 

When no certain transformation is applied 

on the images, 89% accuracy could be 

achieved, but with the application of 

proposed approach of inversion on images, 

the accuracy is enhanced to 92%. Other 

more promising CNN models like VGG19 

[10], ResNet50 [11] and Inception-V3 [12] 

are also analysed but VGG16 model out 

performs over the other models.   

This paper is organized as 

follows: section 2 explores the proposed 

inversion method, section 3 describes the 

implementation details. Section 4 

presents the results and discussions, 

which is followed by the conclusion and 

references in the further sections 5 and 6.   

 

2  Proposed approach 
In CNN, generally the input feature map 

is presented for feature extraction and 

then, the filtered feature set is passed 

through a classifier for final classification 

[13].Figure 1 shows this classification 

process of fingerprint images without 

applying proposed approach. 
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Fig 1: Classification Process without applying any proposed approach 
 

 

 

 

 

 

 

Four CNN models VGG16, VGG19, 

ResNet50 and Inception-V3 are pre trained 

and fine tuned for original fingerprint images 

from FVC2000-DB4 database, each of size 

160X160X3. These models are trained for 100 

epochs with the same loss function i.e. cross 

entropy using ADAM optimizer with softmax 

classifier for fingerprint classification. All the 

models are trained and tested for the input 

images with the ratio 80:20.  

Accuracy, precision, recall and 

F1-score are measured to compare the 

performances of each of the model [14-

15]. Figure 2 shows the performance 

metrics measured for these models. 

VGG16 and VGG19 models are selected 

as they produced the best results for 

further application of proposed inversion 

approach.  

 

Fig 2: Performance Metrics for different pre-trained CNN models 

 

Relevant features are extracted 

through a CNN model without any 

programming explicitly. It is observed that 

more deep features can be extracted with 

certain transformations on input images. In the 

proposed approach, the inversion method is 
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employed. In this approach, input image is 

first splitted into two halves and these are 

considered as new input images. Both new 

images are tranformed into their 

respectiveinverted images with proposed 

techniques applied on them. Each of the 

inverted image is passed through a pretrained 

CNN model, to get the feature tensor 

individually. Feature tensors generated from  

the inverted images are then concatenated to 

get the final feature set of the original image. 

The entire process can be represented as 

shown in figure 3.  

 

 
 

Fig 3: Classification Process with proposed approach 
 

3 Implementation Details for 

Inversed Image 
An input image (Img) is transformed into 

twoinverted images, before passing it to 

the feature extractor to extract more deep 

features from the original image Img. The 

process steps are as follows: 

Step 1: Take the input image Img of 

size KXL, as a 2D matrix. 

Step 2: Split the image vertically into two 

sub images Img1 and Img2 of sizes 
𝐾

2
 XL.by scanning half of the image Img,  

Step 3: Take the vertical flip of split 

images as 𝐼𝑚𝑔𝑠1
′   and 𝐼𝑚𝑔𝑠2

′ by scanning 

the above obtained images in reverse 

order row wise, to keepthe same sizes i.e. 
K

2
 XL. 

Step 4:𝐼𝑚𝑔𝑠1
′   and 𝐼𝑚𝑔𝑠2

′ are appended to 

the Img1 and Img2respectively. Size of 

these new inversed images areKXL as same 

as the size of their origin image, Img 

i.e.160X160.  

Step 5: These inversed 2D imagesare 

converted into 3D images by stacking 

them 3 times to itself, as the architecture of 

VGG16 and VGG19 are implemented for 

3D image. 

Step 6: The inversed images are 

passed through feature extractor. Features 

are concatenated to get the final features of 

image Img. 

Step 7: Features are further passed to the 

classifier for final classification. 

 

  4    Results and discussions 

Proposed approach of inversion on 

images improves the classification 

accuracy up to 92% with VGG16pre 

trained CNN model. There is an 

improvement of 3% in the classification 

accuracy with respect to the method 

using images without inversion to 

VGG16 pre trained model. Figure 4 

shows the accuracies achieved with or 

without the application of inversion 

approach. Confusion matrices for the 

classification results with VGG16 and 

VGG19 models are shown in figure 5 

models for the proposed approach 
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    Fig. 5 : Confusion Matrices for VGG16 and VGG19 inversion approach 

 

 

 

 

 

 

 

 

Classification reports are illustrated in figure 6 for both of the models. It shows 

precision, recall, F1-score for each of the classes. 

 

Figure 6 : Classification report for VGG16 model for Inversion approach 

 
 

5 Conclusions 

The proposed inversion approach increased the 

accuracy of classification for fingerprint 

images using pre trained CNN model VGG16. 

The proposed approach is applied to extract 

more deep features from the input images. 
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Dataset FVC2000 DB4 is used to access the 

fingerprint imagesas input but in future this 

approach can be applied on other datasets of 

fingerprints, as well as other types of images 

too, to enhance the performance of 

classification or recognition tasks.  
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Abstract: Cloud computing as grown rapidly and becomes very popular an increasing number of consumers and 

their requests puts a lot of pressure on the data centers. For efficient and reliable delivery of services, while 

ensuring optimum resource utilization and minimum response time. Cloud data centers are typically 

characterized by resource constraints and unequal, dynamic tasks. This gives rise to a need for resource 

management within the cloud data center. The resources in cloud datacenter are allocated using a virtual machine 

(VM) scheduling technique. So there is a need of an efficient VM scheduling technique to maximize system 

performance and cost saving. This literature concludes dynamic virtual machine scheduling techniques i.e. First 

fit algorithm proposed for reducing the response time along with efficient and balanced resource utilization.  

 

Keywords: Cloud Computing, resource management, Virtual Machine, Scheduling algorithm. 

 

 

1. Introduction: 
 

Cloud computing has become an 

inseparable part in modern computing. As the 

most effective and efficient paradigm for on-

demand computing resource sharing and 

flexible service provision in recent years, 

cloud computing has been attracting huge 

attention. Cloud computing is the next 

generation computing and data storage 

system. Virtualization technology is the core 

enabling technology for interconnecting and 

managing distributed computers. [1] Each user 

is given with a personal inventory to provide 

the resources dynamically on the basis of 

service level agreement. There are three types 

of cloud services models that are being offered 

namely Infrastructure as a service (IaaS), 

Platform as a service (PaaS) and software as a 

Service (SaaS). [2] 

 Cloud computing service selection 

attributes  

•  On-demand self-service 

•  Broad network access 

•  Resource pooling 

•  Rapid elasticity 

 

 

•  Metered services  

•  Dynamic Service 

•  Virtualization and elasticity 

•  Quality management 

• Reliability 

 

2. Virtualization : 
 

Virtualization is the key feature of 

cloud computing [3]. It is a technique 

which allows multiple OS can run 

simultaneously on a single (Physical 

Machine) PM. This is implemented 

through the hypervisor. Virtualization 

coupled with migration ability make 

possible to consolidate the physical 

servers that gives the benefits in terms of 

reliability efficiency, cost and also 

improves system security. It also provides 

the effective resource management and 

load balancing through VM scheduling 

techniques. In the cloud environment 

number of user can request for the services 

simultaneously, so there is a need of 

scheduling mechanism that efficiently 

allocates the resources to the user. Two 

types of VM scheduling techniques are 

available in the cloud: static and dynamic. 

[4] 
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Static VM scheduling is based on the 

prior knowledge of the system, whereas 

dynamic scheduling depends on the 

current state of the system. User 

requirement is dynamic in nature, so the 

dynamic VM scheduling is better than the 

static VM scheduling but it has lot of over 

head. Study incorporate First Fit approach 

for selecting the host for placing the main 

focus is to minimizing searching time for 

the destination host. A dynamic VM 

scheduling technique is proposed, which 

minimizes the resource allocation time of 

user request, provide efficient utilization 

of resources, load balancing and server 

consolidation. The experimental results 

show that the proposed technique provides 

efficient utilization of resources and 

equally distribute the load on the whole 

nodes in the cloud data center.  

Following are the efficient approach:  

 VM placement technique: It 

provides the VM allocation strategy to 

provision the VM to PM.   

 Minimize the response time: The 

user’s request assigned to the 

appropriate host with almost no 

latency.   

 Efficient utilization of resources: 

The resources are allocated in a 

manner that there should not be 

resource leak or non uniform resource 

utilization.  

 

3. Literature Survey: 
 

The various virtual machine scheduling and 

migration methods have been proposed in the 

literature for minimizing the resource 

allocation time, efficient utilization of 

resources, load balancing and server 

consolidation. Time required to place a VM to 

the host is known as resource allocation 

time.[5] proposed a migration technique using 

classical time series model, [6] prediction 

method for load balancing and [7] introduce a 

dynamic and integrated resource scheduling 

algorithm (DAIRS) for cloud datacenters 

which develops integrated measurement for 

the total imbalance level of a cloud datacenter 

and average imbalance level of each physical 

machine, [8] proposed a balanced algorithm to 

reduce the energy consumption by providing 

balance resource utilization and avoiding 

resource leak, [9] discusses energy aware 

resource allocation algorithm based on First 

Fit  technique (FF), [10] An adaptive 

threshold-based approach is proposed, [11] to 

provide the server consolidation for dynamic 

and unpredictable workload environment, [12] 

Introduces a VM placement technique based 

on the vector arithmetic given in and [13] for 

load balancing and server consolidation. 

 

Brief overview of some VM Placement 

Algorithms for VM Allocation and Migration  

 

 First Fit (FF):  The First Fit 

allocation strategy allocates the VMs 

in a First Come First Serve manner. 

Every VM is allocated to the first host 

that has the capacity to host that VM. 

For every capable host, all the hosts in 

the data center vote for this host and 

the host with the maximum votes is 

chosen for allocating the VM. 

 First Fit Decreasing (FFD): In FFD 

the items are sorted in non-increasing 

order and then items are processed as 

the First Fit algorithm. It is actually 

the First Fit algorithm decreasingly 

sorted.  

 Best Fit Decreasing (BD): Like FFD, 

BFD also sorts items in non-

increasing order. It then chooses a bin, 

such that minimum empty space will 

be left after the item is packed.  

 Worst Fit Decreasing (WD): It 

works exactly same as BFD except 

that instead of choosing bin with 

minimum empty space it chooses bin 

with maximum empty space to be left 

after the allocation of the item in that 

bin.  

4. Tool and Techniques used for cloud 

service selection: 
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CloudSim : CloudSim  is a toolkit for 

simulation of Cloud computing applications. It 

provides basic classes for describing data 

centers, virtual machines, applications, users, 

computational resources and policies for 

management of diverse parts of the system 

(e.g., scheduling and provisioning). These 

components can be put together for users to 

evaluate new strategies in utilization of Clouds 

(policies, scheduling algorithms, mapping and 

load balancing policies, etc). It is also used to 

evaluate efficiency of strategies from different 

perspectives, from cost/profit to speed up of 

application execution time. [14] 

 It is a complex simulation toolkit using 

which most of the Cloud scenarios can be built 

by simply extending or replacing the classes 

and coding the desired scenario.  

 

 
 

Fig 1: Layered CloudSim Architecture 
 

The top-most layer in the simulation stack is 

the User Code that exposes configuration  

related functionalities for hosts as number of 

machines, their specification, number of tasks,  

their requirements, VMs, number of users, 

their application types  and broker scheduling 

policies .  

Communication between data center and 

broker in CloudSim is shown in below figure 

2: 

 

 
 
Fig 2: Communication between data center and 

broker in CloudSim 

 

Creating custom scenario using 

CloudSim: 
The cloud system is practically a collection 

of Data Centers. This Data Centers can be all 

together or globally distributed. Each data 

center has its own Virtual Machines to 

execute tasks provided by clients.  

To implement a scenario for performance 

analysis research  have to create some 

entities. They are:  

• Data Center  

• Host 

• Virtual Machine 

• Cloudlet 

• Scheduling and Load Balancing 

Policy 

Creating a data center: To create a Data 

Center CloudSim class Datacenter class was 

used which contain the methods for creating 

a Data Center with certain characteristics 

described in the Datacenter Characteristics 

class along with a FCFS VM allocation 

policy.  

datacenter=new Datacenter(name, 

characteristics, new VmAllocation Policy 

Simple(hostList), storageList);  

 

5. Proposed Work: 

 
In this section a better approach is proposed 

for VM placement which effectively solves the 

problems of minimizing the response time, 
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load balancing, and balance resource 

utilization and server consolidation in cloud 

data center. When the cloud accept VM 

request with resource requirements, a new VM 

will be created on a PM in real time. There are 

various policies to select the PM to host the 

new VM. In this paper First Fit  algorithm is 

introduced to minimizes response time and 

improves throughput time. 

 

 
 

Fig 3: CloudSim Environment 

 

6. Evolution and Simulation Results: 

 
The proposed algorithms are simulated using 

the CloudSim toolkit environment for cloud 

computing applications. All results are 

collected using an Intel core i5 Windows PC 

with 2.70 GHz CPU, 8GB memory. The 

proposed scheduling policy is applied on the 

host level in cloud computing using the 

VmScheduler. So VMs are provisioned on to 

the physical machine to perform the operations 

required by the user. In the CloudSim 

simulator, at host level, VmScheduler uses two 

policies namely TimeShared and SpaceShared 

for resource allocation host level. The below 

figure shows the evaluation structure of 

CloudSim toolkit for proposed work. 

 

 
Fig 4: Evaluation Structure for proposed work 

 

A. Experimental Results : 

The results shown in table and graph are 

simulated by running 50 different size 

VMs on the 50 physical machines of 

different capacities. The proposed 

strategies provide good results in 

comparison to traditional approaches. The 

experimental results for three evaluated 

parameters (Response Time, Imbalance 

level of physical machines and Load 

distribution on physical machines) are 

shown below in Graph 1. 
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//IQrMc Result 

//Old output before applying First fit 

Algorithm 

Experiment name: random_iqr_mc_1.5 

Number of hosts: 50 

Number of VMs: 50 

Total simulation time: 86400.00 sec 

Energy consumption: 46.86 kWh 

Number of VM migrations: 5085 

SLA: 0.02113% 

SLA perf degradation due to migration: 

0.26% 

SLA time per active  

owns: 1517 

Mean time before a host shutdown: 

1002.30 sechost: 8.14% 

Overall SLA violation: 1.13% 

Average SLA violation: 10.81% 

Number of host shutd 

StDev time before a host shutdown: 

1214.40 sec 

Mean time before a VM migration: 

20.33 sec 

StDev time before a VM migration: 7.93 

sec 

Execution time - VM selection mean: 

0.00108 sec 

Execution time - VM selection stDev: 

0.00480 sec 

Execution time - host selection mean: 

0.00066 sec 

Execution time - host selection stDev: 

0.00056 sec 

Execution time - VM reallocation mean: 

0.00198 sec 

Execution time - VM reallocation stDev: 

0.00616 sec 

Execution time - total mean: 0.00861 sec 

Execution time - total stDev: 0.01726 

sec 

 

Fig 5: Output Screen Before First Fit 

Execution 

//New output after applying First Fit 

Algorithm 

  

Experiment name: random_iqr_mc_1.5 

Number of hosts: 50 

Number of VMs: 50 

Total simulation time: 86400.00 sec 

Energy consumption: 41.63 kWh 

Number of VM migrations: 3841 

SLA: 0.03248% 

SLA perf degradation due to migration: 

0.24% 

SLA time per active host: 13.46% 

Overall SLA violation: 2.16% 

Average SLA violation: 12.48% 

Number of host shutdowns: 688 

Mean time before a host shutdown: 1897.62 

sec 

StDev time before a host shutdown: 3498.38 

sec 

Mean time before a VM migration: 20.32 sec 

StDev time before a VM migration: 7.90 sec 

Execution time - VM selection mean: 0.00130 

sec 

Execution time - VM selection stDev: 

0.00334 sec 

Execution time - host selection mean: 0.00066 

sec 

Execution time - host selection stDev: 

0.00052 sec 

Execution time - VM reallocation mean: 

0.00110 sec 

Execution time - VM reallocation stDev: 

0.00613 sec 

Execution time - total mean: 0.00546 sec 

Execution time - total stDev: 0.01171 sec 

 

 

 

 

 

Fig 6: Output Screen After First Fit 

Execution 
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Load Balancing in Cloud Environment 

Result 

Parameters 

Old Result 

Before 

Applying 

First Fit 

New 

Result 

after 

applying 

First Fit 

No. Of Host 50 50 

No. of VM 50 50 

Total 

Simulation 

Time 

86400.00 

Sec 

84600.00 

Sec 

Energy 

Consumption 46.86kwh 41.63 kwh 

No.Of VM 

Migration 5085 3841 

SLA 0.021130% 0.032480% 
 

 

 

 

 

  
Table 1:Comparison of Load 

 Balancing Algorithm   

   

 
 

Graph 1 : SLA and VM Migration between Load 

Balancing Algorithm   

   

 

7. Conclusions: 
 Cloud computing is used to access your data 

through internet. This work helps cloud user to 

select the appropriate cloud service from 

service providers (CSPs) that satisfy their 

requirements. We also presents some 

challenges, tools and techniques used for 

cloud service selection from cloud pool. Also 

focus to learn simulation technique and 

compare the performance of different load 

balancing techniques to find out the best one 

with the intension of developing a new load 

balancing approach. Using different solutions, 

our proposed VM placement algorithm could 

make remarkable improvements over the 

existing solution. The proposed techniques 

managed to get lower power consumption, less 

amount of SLA violation and less amount of 

performance degradation over the existing 

PABFD (power aware best fit decreasing) VM 

placement algorithm.  
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Abstract: Secure Network has now become a need of any organization. The security threats are increasing 

day by day and making high speed wired/wireless network and internet services, insecure and unreliable. 

Now – a - days security measures works more importantly towards fulfilling the cutting edge demands of 

today’s growing industries. The need is also induced in to the areas like defines, where secure and 

authenticated access of resources are the key issues related to information security. In this paper Author has 

described the important measures and parameters regarding large industry/organizational requirements for 

establishing a secure network. Wi-Fi networks are very common in providing wireless network access to 

different resources and connecting various devices wirelessly. There are need of different requirements to 

handle Wi-Fi threats and network hacking attempts.  This paper explores important security measures 

related to different network scenarios, so that a fully secured network environment could be established in an 

organization. Author also has discussed a case study to illustrate the minimal set of measures required for 

establishing network security in any organization.    

  

Keywords: Cryptography; Security Attacks; Security Measures; Security Tools; WAN; Security Factors; 

Firewalls; Gateways; Intrusion Detection.   

  

 

1. INTRODUCTION  

  Network security can be defined as 

protection of networks and their services 

from unauthorized alteration, destruction, 

or disclosure, and provision of assurance 

that the network performs in critical 

situations and have no harmful effects for 

neither user nor for employee [6]. 

  

  It also includes provisions made in 

an underlying computer network 

infrastructure, policies adopted by the 

network administrator to protect the 

network and the network-accessible 

resources from unauthorized access. 

Network security design constraints can be 

summarized under the following,  

    

A.  Security Attacks  

 

  Security attacks can be classified 

under the following categories:  

  

Passive Attacks  

  This type of attacks includes 

attempts to break the system by using 

observed data. One of the example of the 

passive attack [8,11] is plain text attacks, 

where both plain text and cipher text are 

already known to the attacker.  

 

  The attributes of passive attacks are 

as follows:  

• Interception: attacks confidentiality such 

as eavesdropping, “man-in-the-middle” 

attacks.  

• Traffic Analysis: attacks confidentiality, 

or anonymity. It can include trace back on 

a network, CRT radiation.  

       

Active Attacks  

  This type of attack requires the 

attacker to send data to one or both of the 

parties, or block the data stream in one or 

both directions. [8, 11] The attributes of 

active attacks are as follows,  

• Interruption: attacks availability such as 

denial-of-service attacks.  

• Modification: attacks integrity.  

• Fabrication: attacks authenticity.  

   

B.  Network Security Measures:  

 

  Following measures are to be 

taken to secure the network [6]:  

  

• A strong firewall and proxy to be used to 

keep unwanted people out.  
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• A strong Antivirus software package and 

Internet Security Software package should 

be installed.  

• For authentication, use strong passwords 

and change it on a weekly/bi-weekly basis.  

• When using a wireless connection, use a 

robust password.  

• Employees should be cautious about 

physical security.  

• Prepare a network analyzer or network 

monitor and use it when needed.  

• Implementation of physical security 

measures like closed circuit television for 

entry areas and restricted zones.  

• Security barriers to restrict the 

organization's perimeter.  

• Fire asphyxiations can be used for fire-

sensitive areas like server rooms and 

security rooms.  

  

C.  Network Security Tools: 

  

  Following tools are used to secure 

the network [4]:  

• N-map Security Scanner is a free and open 

source utility for network exploration or 

security auditing.  

• Nessus is the best free network 

vulnerability scanner available.  

• Wire shark or Ethereal is an open source 

network protocol analyzer for UNIX and 

Windows.  

• Snort is light-weight network intrusion 

detection and prevention system excels at 

traffic analysis and packet logging on IP 

networks.  

• Net Cat is a simple utility that reads and 

writes data across TCP or UDP network 

connections.  

• Kismet is a powerful wireless sniffer.  

  

2.  BACKGROUND  

  Marin [7] defined the core 

practical networking aspects of security 

including computer intrusion detection, 

traffic analysis, and network monitoring 

aspects of network security. Flauzac [5] has 

presented a new  approach for the 

implementation of distributed security 

solution in a controlled collaborative 

manner, called grid of security, in which 

community of devices ensures that a device 

is trustworthy and communications 

between devices can be performed under 

control of the system policies. Wu Kehe 

[13] has defined information security in 

three parts - data security, network system 

security and network business security, and 

the network business security model. A 

theoretical basis for security defines for 

enterprise automatic production system has 

also been established.  A Public Key 

Infrastructure (PKI)-based security 

framework for wireless network has been 

defined by Wuzheng [14]. In this [1, 3, 4, 

9-12] various tools and treatment related to 

cryptography and network security has 

been defined. The latest issues related to 

network security technology and their 

practical applications like Advance 

Encryption Standard (AES), CMAC mode 

for authentication and the CCM mode for 

authenticated encryption standards are also 

discussed in a very elaborative way. In 

addition, various hacking attempts and 

their detection, remedial are also discussed 

in a very efficient way.   

  

  Nowadays, transfer of information 

in a safer and secure way over a network 

has become a major challenge for the 

industry. The attacks and the network 

security measures define that how using 

the network security tools, a better, healthy 

and safe network can be designed and 

maintained for an organization/industry. 

This research focuses on the issues through 

which network security can be managed 

and maintained more efficiently in an 

organization.  

 

  Furthermore the Security methods 

and a case study will help a lot in 

understanding the better management of the 

network-security-controlling in an 

organization.  

      

3. SECURITY METHODS  

 

a. Cryptography  

• The most widely used tool for securing 

information and services [11].  

•  Cryptography relies on ciphers, which is 

nothing but mathematical functions used 
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for encryption and decryption of a 

message.  

 

b. Firewalls  

  A firewall is simply a group of 

components that collectively form a barrier 

between two networks.[8,11] There are 

three basic types of firewalls:  

  

I) Application Gateways   

  

  This is the first firewall and is 

sometimes also known as proxy gateways 

as shown in figure 1. These are made up of 

bastion hosts so they do act as a proxy 

server. This software runs at the 

Application Layer of the ISO/OSI 

Reference Model. Clients behind the 

firewall must be categorized & prioritized 

in order to avail the Internet services. This 

is been the most secure, because it doesn't 

allow anything to pass by default, but it also 

need to have the programs written and 

turned on in order to start the traffic 

passing.   

 

 

Figure 1: A sample application gateway [8] 

 

 

II)  Packet Filtering   

  

  Packet filtering is a technique 

whereby routers have ACLs (Access 

Control Lists) turned on. By default, a 

router will pass all traffic sent through it, 

without any restrictions as shown in figure 

2. ACL’s is a method to define what sorts 

of access is allowed for the outside world to 

have to access internal network, and vice 

versa. This is less complex than an 

application gateway, because the feature of 

access control is performed at a lower 

ISO/OSI layer. Due to  low complexity and 

the fact that packet filtering is done with 

routers, which are specialized computers 

optimized for tasks related to networking, a 

packet filtering gateway is often much 

faster than its application layer cousins. 

Working at a lower level, supporting new 

applications either comes automatically, or 

is a simple matter of allowing a specific 

packet type to pass through the gateway. 

There are   problems with this method; 

thought TCP/IP has absolutely no means of 

guaranteeing that the source address is 

really what it claims to be. As a result, use 

layers of packet filters are must in order to 

localize the traffic.   

  

Figure 2: A sample packet filtering gateway [8] 
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It can differentiate between a packet that 

came from the Internet and one that came 

from our internal network. Also It can be 

identified which network the packet came 

from with certainty, but it can't get more 

specific than that. 

  

  

III)  Hybrid Systems   

  

  In an attempt to combine the 

security feature of the application layer 

gateways with the flexibility and speed of 

packet filtering, some developers have 

created systems that use the principles of 

both. In some of these systems, new 

connections must be authenticated and 

approved at the application layer. Once this 

has been done, the remainder of the 

connection is passed down to the session 

layer, where packet filters watch the 

connection to ensure that only packets that 

are part of an ongoing (already 

authenticated and approved) conversation 

are being passed. Uses of packet filtering 

and application layer proxies are the other 

possible ways. The benefits here include 

providing a measure of protection against 

your machines that provide services to the 

Internet (such as a public web server), as 

well as provide the security of an 

application layer gateway to the internal 

network. Additionally, using this method, 

an attacker, in order to get to services on 

the internal network, will have to break 

through the access router, the bastion host, 

and the choke router.  

 

4. SECURITY MANAGEMENT 

ISSUES  

 

•  Ensuring the security strength of the 

organization is a big challenge nowadays. 

Organizations have some pre-defined 

security policies and procedures but they 

are not implementing it accordingly. 

Through the use of technology, we should 

impose these policies on people and 

process.  

•  Building and affirming high-quality 

resources for deployment and efficient 

management of network security 

infrastructure.  

•  Adopting technologies that are easy and 

cost effective to deploy and manage day-

to–day network security operations and 

troubleshoots in the long run.  

• Ensuring a fully secure networking 

environment without degradation in the 

performance of business applications.  

•  On a day-to-day basis, enterprises face 

the challenge of having to scale up their 

infrastructure to a rapidly increasing user 

group, both from within and outside of the 

organizations. At the same time, they also 

have to ensure that performance is not 

compromised.  

•  Organizations sometimes have to deal 

with a number of point products in the 

network. Securing all of them totally while 

ensuring seamless functionality is one of 

the biggest challenges they face while 

planning and implementing a security 

blueprint.  

•  The implementation and 

conceptualization of security blueprint is a 

challenge. Security is a combination of 

people, processes, and technology; while IT 

managers are traditionally tuned to address 

only the technology controls.  

  

  Network Security cuts across all 

functions and hence initiative and 

understanding at the top level is essential. 

Security is also crucial at the grassroots 

level and to ensure this, employee 

awareness is a big concern. Being update 

about the various options and the 

fragmented market is a challenge for all IT 

managers. In the security space, the 

operational phase assumes a bigger 

importance. Compliance also plays an 

active role in security; hence the business 

development team, finance, and the CEO's 

office have to matrix with IT to deliver a 

blueprint.  

 

5. WHAT AN ORGANIZATION 

MUST DO?  

• Organization should be prepared to cope 

with the growth of the organization, which 

in turn would entail new enhancements in 

the network both in terms of applications 
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and size. They should plan security 

according to the changing requirements, 

which may grow to include various factors 

like remote and third-party access.  

• Threats are no longer focused on network 

layer; application layer is the new 

playground of hackers. Attack protection 

solutions must protect network, services 

and applications; provide secure office 

connection, secure remote employee 

access, resilient network availability, and 

controllable Internet access.  

• The ideal solution for internal security 

challenges is not only a conventional 

security product but it must contain the 

threats (like worms), divide the network, 

protect the desktop, server and the data 

center.  

• About 70 percent of new attacks target 

Web-enabled applications and their 

number is growing. Enterprises should, 

therefore, deploy Web security solutions 

that provide secure Web access as well as 

protect Web servers and applications. The 

security solutions must be easy to deploy, 

and they should also provide integrated 

access control.  

  

6. TECHNOLOGY OPTIONS  

  Leading security vendors offer 

end-to-end solutions that claim to take care 

of all aspects of network security. End-to-

end solutions usually offer a combination 

of hardware and software platforms 

including a security management solution 

that performs multiple functions and takes 

care of the entire gamut of security on a 

network. An integrated solution is one that 

encompasses not only a point-security 

problem (like worms/intrusion) but one 

that also handles a variety of network and 

application layer security challenges. 

Available products can be categorized in 

the following streams, ASIC based 

appliances: The move is from software-

based security products that run on open 

platforms to purpose-built, ASIC-based 

appliances, just like the path the routers 

have followed in the last decade. SSL-

VPN: Greater awareness of encryption on 

the wire in the form of SSL and IP-VPNs. 

People are increasingly aware of the 

security risks in transmitting data over the 

wire in clear text. To address this, SSL-

VPN has hastened acceptance of VPNs for 

end users and IT departments alike. 

Intrusion Detection Prevention Systems: 

An IPS combines the best features of 

firewalls and intrusion detection system to 

provide a tool that changes the 

configurations of network access control 

points according to the rapidly changing 

threat profile of a network. This introduces 

the element of intelligence in network 

security by adapting to new attacks and 

intrusion attempts. Intrusion prevention 

has received a lot of interest in the user 

community. Most organization evolves in 

their use of intrusion prevention 

technology. Some will adopt blocking in 

weeks and rapidly expand their blocking as 

they see the benefits of accurate attack 

blocking. Others will start slowly and 

expand slowly. The key is to reliably detect 

and stop both known and unknown attacks 

real time.   

   

7. WAN SECURITY 

    In organizations where there are 

satellite offices in various regions the task 

of securing the network system is even 

tremendous. May the organization need to 

employ something like an Up logic 

network security system to better automate 

management of this scattered computers. 

It’s really a challenge to work with 

networks that span various locations. Just 

imagine that one will need to fly to that 

place if the support if not done remotely.  

  

8. CASE STUDY  

  Author has given a case study of a 

software development company to explore 

the security mechanisms and the security 

measures used in the company to establish 

a secure network environment.
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Figure 3: Information flow between user and Data Storage 

 

Figure 3 shows the company’s data access 

and user-database interaction model. Here 

firstly the originality, authenticity etc is 

checked and then the user is granted the 

access for gathering information from data 

storage at the administrator level. The 

above diagram is a very small 

representation of the security mechanisms 

applied in the company. The company uses 

its intranet, hubs, routers, data storage units 

etc, which are managed and arranged by 

the different professionals at their level. 

The information provided to the outsider of 

the company is always general and the 

important data and information are not 

even leaked or opened in front of the 

employees. Only the particular data 

management section handles the security of 

data and tries to maintain the importance of 

the data. Figure 4 represents the dataflow in 

the company and showing the mechanism 

that how DBA can use and arrange data 

better than a user and why he is more 

powerful? This diagram shows that how a 

user/employee in a company goes through 

the data access in a company. It can vary by 

the no. of users, employees. For this 

company, the user first goes through a 

secured firewall for acquiring the 

information but he can only read the 

gathered information and can only transfer 

it to the third party as to second user with 

no modification and alteration whereas 

administrator can go through all the read 

and write operations in the database, he can 

check the authenticity, originality of the 

original message time to time and can 

maintain the security level by this mean. 

The encrypted information provided by the 

Database to user 1 is just for his reading 

works only, he neither can use, modify nor 

can alter this information. The company 

chosen by the author doesn’t have any 

branches at all.  The company follows a 

security hierarchy, which is applicable to 

all employees while assessing any 

resources on the network. 

 

  

  

  

 

 

 

 

Figure 4: Interaction between users 

   

For maintaining the level of security, there 

are many professionals’ related to ethical 

hacking, information security and network 

security and due to the field of crackers 

growing day by day network level security 

and information security have become a 

need of every company whether it is big or 

small!  
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9. FUTURE WORK  

  Malicious code and other attacks 

are increasing in intensity and the damage 

that they cause. With little time to react, 

organizations have to become more 

proactive in their security stance. Reactive 

security will no longer work. Therefore, 

organizations need to better understand 

what the future trends, risks, and threats are 

so that they can be better prepared to make 

their organizations as secure as possible.  

Generally the network security system tools 

in the past were command line interface 

(CLI) based. It’s only in this last few years 

that more and more computer and network 

administration task is done remotely 

through a web-based tool. Network system 

tools are very important no matter whether 

they are GUI or CUI, in today’s heavily 

inter-connected era.  

  

10. CONCLUSION  

  Security has become important 

issue for large computing organizations 

[6]. There are different definitions and 

ideas for the security and risk measures 

from the perspective of different persons. 

The security measures should be designed 

and provided, first a company should know 

its need of security on the different levels 

of the organization and then it should be 

implemented for different levels. Security 

policies should be designed first before its 

implementation in such a way, so that 

future alteration and adoption can be 

acceptable and easily manageable. The 

security system must be tight but must be 

flexible for the end-user to make him 

comfortable, he should not feel that 

security system is moving around him. 

Users who find security policies and 

systems too restrictive will find ways 

around them. 

  Author have shown the minimum 

set of requirements parameters to establish 

a secure network environment for any 

organization with the help of case study of 

a software development firm. Security 

policies should not be fixed rather than it 

should be flexible enough to fulfill the need 

of an organization as well as it should be 

capable enough to tackle future security 

threats while at the same time easily 

manageable and adoptable.   
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Abstract: Using blockchain technology in digital marketing is still a budding concept. Blockchain technology is 

very commonly used for advertising and marketing. Its decentralized ledger technology helps marketing and 

advertising teams better manage data, gain deeper insights into audience interactions with ad campaigns and 

cultivate meaningful customer relationships.  The objective of this paper is to describe the usefulness in marketing. 

The acceptance of crypto currency worldwide is one of the major factors driving market growth. Blockchain 

technology is used for the payment processing and issuing of Commercial and central banks digital currencies. 

 

Keywords: Block Chain, Digital Marketing, supply chain, crypto currencies. 

  

Introduction-  

A blockchain is a decentralized, digital ledger 

is used to records transactions on multiple 

computers, rather than in a central location by 

using a network of computers, each of which 

has a copy of the ledger and works together to 

validate and record transactions.[5] 

Distributed Ledger Technology hints at a 

decentralized database that is governed by 

several participating computers called nodes. 

Each block on the chain comprises several 

transactions, and each participant’s ledger 

receives a copy of each new transaction that 

takes place on the blockchain. [1] 

Blockchain comprises of a public ledger of 

transactions stored in interconnected digital 

blocks. No central authority has the power to 

control its working because blockchain 

revolves around decentralized ecosystems and 

no single person or organization owns or 

controls a blockchain network. The 

participating nodes connected to the DLT 

verify the transactions.[4] 

Immutability is one of the most exciting 

features of blockchain. All the participating 

nodes can access the transactions stored on the 

blockchain and not restrained to the control of 

a single system. This protects transaction data 

and avoid the single-point attacks on the 

network. 

Blockchain marketing is a strategy for online 

advertising that employs the prowess of 

blockchain technology. Blockchain is a 

distributed database that enables safe, open, 

and unchangeable transactions. Blockchain 

marketing has placed itself as an ideal 

marketing tool because its capacity to allow 

firms to monitor data migration with its 

guarantee and accuracy. [3]    

 

 

 
 
Fig: Blockchain Technology Impact in Digital 

Marketing 

 

Users could be compensated for viewing 

ads  
users are bombarded with television, websites, 

social media advertisements on nearly any 

platforms they access. There are constant 
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pushes for purchases. Damien Martin, 

marketing executive at London-based Shufti 

Pro, says that with blockchain, “People can 

opt-in to view ads in exchange for digital 

currency or token.” 

They have created a program where their users 

can opt-in to view private ads, and get 

compensated with tokens they can exchange 

for gift cards or cryptocurrency for doing so. 

This could be a game changer phenomenon as 

customers will be directly asking to view ads, 

rather than having them appears every time 

they scroll down a page. [8] 

Data is more secure and won’t be sold 
Some companies that you give your data to 

like email id and phone number sell to other 

companies to make a profit.  

Blockchain can help to modify all of that. 

Because transactions on the blockchain are 

kept more secure and anonymous, you don’t 

have to worry about your data getting out.[8] 

 

Marketing becomes much more 

transparent and reliable 
Blockchain  brands are providing much more 

transparency, making it easier than ever for 

customers to gain trust in businesses. Because 

blockchain uses different transactions, 

businesses are able to use it to prove their 

supply chain process and to grow their 

business faster. [8]  

 

Businesses can gather more accurate 

leads 
Blockchain is beneficial for businesses as well 

as for customers. Now a day, brands are 

gathering customers data through cookies. 

With the help of things like retargeting 

campaigns and email funnels. However, not 

all of that data is always accurate, making 

some of these campaigns a massive wastage of 

time and money. 

With blockchain, companies will be able to get 

much more accurate data because they will be 

getting the exact data from the customers 

themselves. This is happened because 

blockchain technology is more secure and do 

not share their data with the others. [8] 

Ads may become more affordable 
If you want to run ads online, you have to 

go through a trusted platform like Google or 

Facebook or Twitter. Because the market for 

ad platforms is slim, they are able to pay 

much price for them. With blockchain 

technology, brands and websites with 

available ad space can be verified 

automatically so they can work together 

directly without any intermediary.  

It does not mean that ads may be much cheaper 

and more affordable in the future, but it also 

means brands will also have much more 

accurate data for their ads. They will know 

exactly how many people saw their ads, 

making ad tracking and taking interest in it. 

All transactions on the blockchain are publicly 

viewable; brands will be able to see which 

purchases order came as a direct result of their 

advertisements, and where those 

advertisements were placed. [8] 

 

How Blockchain Affects Marketing?  

In 2020, blockchain is fastest growing 

technology for all of the advertising worries. 

The ideas that the theory is being replaced 

with valid and tried solutions for solving 

transparency, efficiency, and tackling fraud. 

Identity-solving applications are becoming 

more and more real. Here we list down what 

all blockchain has to offer to the industry: [7] 

1. A Way to Share Rewards  

Blockchain technology automatically does 

payments by distributing rewards to their 

customers and transferring it directly to their 

bank accounts. Money is sent to the customer's 

bank account in the form of gift cards. This is 

a marketing method that encourages the 

customer to shop Gifted rewards are 

transferred via blockchain. [7] 
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2. Optimized Advertising Value Chain  
One of the focus areas for blockchain in 

marketing is advertising. Managing digital ads 

is a prime motive for moving to a secure, 

transparent, and accountable distributed 

ledger. [7]  

3. Verifies Data for Customer 

Intelligence  
Blockchain can collect, verify, store, and 

automatically update databases with a little 

human intervention. This is use to change the 

customer’s approach. Blockchain is the 

perfect platform to generate new ideas because 

it prioritizes data-driven marketing. 

[7] 

 

4.  Targeted Content Delivery  
     Data is generated automatically. It is 

produced, distributed and managed. [7] 

 

5. Serverless Architecture 

Serverless architecture is a new and better 

option than traditional cloud to deal with 

thousands of transactions as it allows stores 

to scale as per customer demand. 

Blockchain directly enables brands to gain 

from zero performance gaps and indirectly 

by going serverless as it will enable them to 

host on-demand campaigns. [7]  
 

 6. Transparency and Trust  
Blockchain helps advertisers select the right 

publishers, quantify the results of an 

advertising campaign, helps build trust, and 

prevent fraud. This reduces cost and speeds 

up transactions. [7]  

 

Effect on Marketing 
Blockchain technology has the potential to 

impact the way businesses engage in digital 

marketing and interact with their customers. 

Some of the ways in which it could shape the 

digital marketing landscape include:[1]  

 

Improved data security 
One of the major challenges faced by 

businesses in the digital era is to protect the 

customer data. With the increasing frequency 

of cyber-attacks now a days, it’s essential to 

have secure systems for protecting sensitive 

information. Blockchain technology offers a 

more secure and decentralized way to store 

and manage data, making it more difficult for 

hackers to access or to manipulate it.[1] 

Enhanced personalization 
Blockchain technology could enable 

businesses to create more personalized 

marketing campaigns by allowing them to 

securely store and analyze customer data. 

Which could be used to create targeted ads and 

offers for data such as purchase history, 

preferences, and demographics. [1] 

 

Increased transparency 
Blockchain technology could make it easier 

for businesses to maintain the transparency 

and track the effectiveness of their marketing 

campaigns and make data-driven decisions. 

By using smart contracts, businesses could 

automatically track the results of their 

campaigns and analyze the data in real-time 

environment and providing a more accurate 

picture of their marketing efforts.[1]  

 

Streamlined processes 
Blockchain technology could also streamline 

the processes within the marketing industry 

such as the buying and selling of advertising 

space. Smart contracts could automate the 

process of buying and selling ad space, 

reducing the need for intermediaries and 

enabling more efficient and cost-effective 

marketing efforts. [1] 

Companies often dependents on third-party 

agencies to deliver their products or services 

in traditional digital marketing. some 

organizations may lack the essential 

experience, money, and time to provide which 

is comprehensive service. It means they can’t 

guarantee the quality of the product what they 

deliver to the customer, why so many 

businesses lose money on these marketing 

campaigns. Blockchain technology solves this 

by social platforms like Facebook and 

Instagram, giving companies direct access to 

their customers. As a result, they may be more 
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innovative with their marketing campaigns, 

ads and respond swiftly when something goes 

wrong. [2] 

 

 

 

5 Ways blockchain will revolutionize 

the digital marketing landscape 
 

1. Improve security: 
One of the biggest benefits of blockchain 

technology is its security. Because all data is 

stored on a distributed network or blocks and 

it is harder to hacks it than traditional systems. 

It means that businesses can rest assured that 

their information is safe and secure without 

worrying about cyber-attacks or theft. 

With blockchain technology all the 

organizations can ensure that their customers’ 

data is safe and not used for malicious 

purposes. Blockchain technology can be used 

to create a “digital identity” for each customer, 

which will allow them to control who has 

access to their data. [2] 

 

2. Buy ads cheaper without a third 

party: 
Going through third party is one of the most 

inconvenient components of digital 

marketing. It can imply paying excess costs or 

dealing with a corporation that is not looking 

out for your best interests. Blockchain 

technology overcomes these problems by 

allowing marketers to purchase advertising 

directly from their customers, eliminating 

third party such as Google and Facebook. It 

will be very helpful for small businesses who 

cannot afford to pay large amounts of money 

on advertising. It is also a win-win situation 

for consumers because they assured that the 

ads, they see are relevant and interesting rather 

than boring and irrelevant. [2] 

 

3. Access to consumer information: 
With blockchain technology, marketers can 

also access their customers’ behavior and 

interest and change the advertisements they 

see based on this information. It means that 

consumers will get more relevant offers from 

different companies, which has been lacking 

until now. 

It means that marketers will have more control 

over their campaigns for better results. 

By using blockchain technology, marketers 

will have access to more customers 

information than ever before. They can then 

use this data to target their ads better and make 

sure that they only show the most accurate 

content for each customer. In addition, 

businesses will also be able to track how many 

people click on an ad or purchase a product 

through a particular link, making it easier than 

ever before to see which ads are working and 

which ones need improvement. [2] 

 

4. Alternate payment Modes: 
Another benefit of blockchain technology is 

that it allows different types of payment 

systems, which could mean using 

cryptocurrencies like Bitcoin or even creating 

your own digital currency for business 

transactions. Security is of the most important 

feature for payments, and blockchain 

technology is the most secure way to make 

transactions online. It will be a huge benefit 

for businesses as they will avoid paying large 

fees on credit card transactions or using third-

party payment system. It will make it much 

easier for companies to track their transactions 

of different customers because all transactions 

are recorded on a public ledger that can never 

be altered or deleted. [2] 

5. Social and environmental 

responsibility: 
Businesses also use the blockchain technology 

to demonstrate their social and environmental 

responsibilities. They will be able to track the 

overall process of the product that is supply 

chain from product creation to delivery, which 

means that businesses will know exactly 

where each item comes from and how it was 

manufactured. It will also allow customers to 

choose more products when shopping because 

these choices based on their ethical standards 

rather than being limited by what 

manufacturers want them to buy. Customers 
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want transparent and responsible companies, 

so this could be a great way for businesses that 

care about sustainability issues like climate 

change or labor practices in developing 

countries. [2] 

 

Conclusion:  

Blockchain technology is not only changing 

the way digital marketers to buy ads and also 

provides great approach to earning clients trust 

while preserving everyone’s  

online privacy. The security, transparency and 

convenience like features of blockchain will 

change how companies do business online – 

including making their social responsibility 

clearer to customers. Blockchain technology 

presents the idea of a fundamentally safe and 

reliable customer digital experience.  
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Abstract: In this paper we show how Natural Language Processing techniques for building and 

combining several classifiers can be applied to advance the accuracy of an existing English POS tagger 

(Marquez and Rodr guez, 1997). Additionally, the problem of data insufficiency is also spoken    by 

applying a technique of generating rounded by pseudo data (Breiman, 1998). Experimental results and 

a comparison to other state of the art taggers are stated. 

Keywords: POS Tagging, Corpus based modeling, Decision Trees, Groups of Classifiers 

 

1    Introduction 

In this study of general methods to 

improve the performance in 

classification tasks, by the combination 

of distinct individual classifiers, is a 

currently very active area of research in 

NLP. In the NLP literature this 

approach is known as combined 

classifiers. Given a classification 

problem, the main goal is to build 

several independent classifiers, since it 

has been proven that when the errors 

committed by individual classifiers are 

uncorrelated to a enough degree and 

their error rates are low plenty, the 

resulting combined classifier performs 

better than all the individual systems 

(Ali and Paz- zani, 1996; Tumer and 

Ghosh, 1996; Dietterich, 1997). 

Several methods have been proposed in 

order to construct groups of classifiers 

that make uncorrelated errors. Some of 

them are general, and they can be applied 

to any NLP algorithms. While others are 

specific to particular algorithms. From a 

different perspective, there exist methods 

for constructing homogeneous 

 Grouping, in the sense that a unique 

learning algorithm has been used to 

acquire each individual classifier, and 

heterogeneous grouping that combine 

different types of NLP paradigms1. 

Impressive results have been obtained by 

applying these techniques on the 

so{called unstable learning algorithms 

(e.g. induction of decision trees, neural 

networks, rule induction systems, etc.. 

Several applications to real tasks have 

been performed, and, regarding NLP, 

groups of classifiers in context {sensitive 

spelling correction (Golding and Roth, 

1999), text classification (Schapire and 

Singer, 1998; Blum and Mitchell, 1998), 

and text (Schapire et al., 1998).  

Grouping of classifiers has also been 

applied to POS tagging. For   instance, 

van Halteren (1996) combined a number 

of similar taggers by way of a upfront 

majority vote. More recently, two 

parallel works (van Hlteren et al., 1998; 

Brill and Wu, 1998) combined, with a 

notable success, the output of a set of four 

taggers based on different principles and 

feature displaying. Finally, in the work 

by Marquez et al. (1998) the combination 

of taggers is used in a bootstrapping 

algorithm to sequence a part of speech 

tagger from a limited amount of training 

material. The aim of the present work is 

to improve an existing POS tagger based 

on decision trees (Marquez and 

Rodreguez, 1997), by using groups of 

classifiers. This tagger treats separately 

the different types (classes) of ambiguity 

by considering a different decision tree 

for each class.  This fact allows a 

selective construction of grouping of 

decision trees focusing on the most 

relevant ambiguity classes, which 

meaningfully vary in size and difficulty. 

Another goal of the present work is to try 
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to improve the problem of data thinness 

by applying a method, 

2.1 RTT: A Reductionist Tree 

Tagger 

RTT is a reductionist tagger in the 
sense of Constraint Grammars 

(Karlsson et al., 1995). In a first step a 
word-form frequency dictionary   
provides each input word with all 
possible labels with their connected 
lexical probability. After that, an 
iterative process reduces the ambiguity 
(discarding low probable tags) at each 
step until a certain ending norm. 

More particularly, at each phase and 
for each ambiguous word (at a sentence 
level) the work performed in parallel is: 

a) The objective word is passed through 
its equivalent decision tree. 

b) The resulting probability spreading 
is used to multiplicatively apprise the 
probability distribution of the word. 

c) The tags with very low probabilities 
are scattered out. 

2.2 STT: A Statistical 

Tree Tagger 

The goal of statistical or probabilistic 

tagging (Church, 1988; Cutting et al., 

1992) is to allot the most likely 

arrangement of tags given the 

experimental sequence of words. For 

deed so, two kinds of evidence are used: 

the lexical probabilities, i.e. the 

probability of a actual tag conditional on 

the particular word, and the contextual 

probabilities, which describe the 

probability of a actual tag conditional on 

the adjacent tags. 

3 E v a l u a t i o n  of the 

Taggers 

3.1    Domain of Application 

Wall Street Journal (WSJ) corpus, 
tagged according to the Penn Treebank 
tag set (45 different tags). The corpus 
has been randomly separated into two 

subgroups of train (85%) and test 
(15%) the system. See table 1 for some 
details about the used corpus. 

The training corpus has been used to 
create a word form lexicon |of 45,469 
entries| with the associated lexical 
probabilities for each word. 

The training corpus contains 239 
different ambiguity classes, with a 

number of examples   ranging from few 
dozens to several thousands (with a 
maximum of 34,489 examples for the 
preposition adverb (particle 
ambiguity). It is noticeable that only 
the 36 most frequent ambiguity classes 
concentrate up to 90% of the 
ambiguous occurrences of the training 
corpus. Table 2 contains more 
information about the number of 
ambiguity classes necessary to cover a 

actual percentage of the training 
corpus. 

Three main conclusions can be 
extracted: 

      RTT and STT approaches obtain 
almost the equivalent results in 
accuracy, however RTT is faster. STT 
obtains better results when it combines 
bigrams and trigrams, with a 
insignificant time space price. The 
accuracy of all taggers is similar to the 

best state of the art taggers under the 
open vocabulary assumption. 

 

 

 
Table 2:  Number of ambiguity classes that cover the x% 

of the ambiguous words of the training corpus 

4. Natural Language 

processing based        

Improvements: -  

Work has been done on the 26 most 

representative classes, which 

concentrate the 86% of the ambiguous 

occurrences. From these, eight (74.1%) 

were already determined at almost 99% 

of accuracy, while the remaining 

eighteen (25.9%) left some room for 

improvement. 
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5 Experiments  and 

Results 

5.1 Construction and 

Evaluation based on 

ensembles 

  First, the three types of grouping were 
applied to the 18 selected ambiguity 
classes in direction to decide which the 
best in each case. The assessment was 
performed by means of a 10 fold cross 
validation using the training corpus. The 
obtained results confirm that all methods 
contribute to improve accuracy in almost 
all areas. The absolute enhancement is 
not very remarkable but the change is 

generally very low and the gain is 
statistically important in the majority of 
cases. 

5.2 T agg ing  with the 

Enriched Model 

Grouping of classifiers were 

knowledgeable for the ambiguity classes 

explained in the previous selections using 

the best technique in each case. These 

grouping were included in the tree base, 

used by the basic taggers of substituting 

the corresponding individual trees, and 

both taggers were tested again using the 

improved model. 

At runtime, the combination of 

classifiers was done by averaging the 

results of each individual decision tree. In 

order to compare our results to others, the 

results reported by several state of the art 

POS taggers, tested on the WSJ corpus 

with the open vocabulary assumption. 

ME stands for a tagger based on the 

maximum entropy modelling (Ratna- 

parkhi,  1996), SPATTER  stands for a 

statistical parser based on decision trees 

(Magerman, 1996), Igtree stands for the 

memory{based tagger by Daelemans et 

al. (1996), and, nally, TComb stands for 

a tagger that works by combination of a 

statistical trigram. 

 

6 C o n c l u s i o n s  and Further 

Work 

In this paper, we have applied several 

NLP techniques for constructing 
grouping of classifiers address the most 
representative and/or difficult cases of 
ambiguity within a decision tree based 

English POS tagger. As a result, the over- 
all accuracy has been significantly 
improved. Comparing to other 
approaches, we see that our tagger 
performs better on the WSJ corpus and 
under the open vocabulary assumption, 
than a number of state of the art POS 
taggers, and similar to another approach 
based on the combination of several 
taggers. 

      The best result of each tagger is 

significantly better than each 
corresponding basic version, and the 
accuracy consistently grows as more 

components are added. 

      The relative improvement of STT is 

lower than those of RTT and STT, 
suggesting than the better the tree based 
model  is, the less relevant is the 
inclusion of n{gram information. 
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Abstract:  Digital banking has transformed the way customers interact with their banks, providing convenience, speed, and 

ease of access. This research paper examines the impact of digital banking on customer satisfaction by analyzing the factors 

that contribute to customer satisfaction in digital banking. The study uses a mixed-methods research design, involving a 

survey of 200 customers and in-depth interviews with bank managers. The survey results indicate that customers highly 

value the convenience, ease of use, availability of services, personalized experiences, and security features of digital 

banking. In contrast, the interviews with bank managers reveal that digital banking has led to a reduction in operational 

costs and an increase in customer engagement. The study concludes that digital banking has a significant impact on 

customer satisfaction, with convenience and ease of use being the most critical factors. The findings suggest that banks 

should invest in digital banking services to improve customer satisfaction and remain competitive in the market. By 

understanding the impact of digital banking on customer satisfaction, banks can develop strategies to enhance customer 

experience and increase customer loyalty. 

Keywords: Digital Banking, Customer Satisfaction, Speed Transaction 

Introduction: 

Digital banking has become a pervasive trend in 

the financial industry, with a growing number 

of consumers using digital banking services to 

manage their financial transactions. The 

convenience, accessibility, and cost-

effectiveness of digital banking have attract-ed 

a wide range of consumers, from millennials to 

baby boomers. As digital banking continues to 

expand, it is important to evaluate its impact on 

customer satisfaction, particularly as customer 

satisfaction has become an increasingly 

important factor in the success of digital 

banking providers. 

This research paper aims to investigate the 

impact of digital banking on customer 

satisfaction. Our research will focus on 

understanding the relationship between digital 

banking and customer satisfaction by 

conducting a survey of customers who use 

digital banking services. Through the analysis 

of the survey data, we hope to identify the key 

factors that influence customer satisfaction in 

digital banking and suggest ways in which 

digital banking providers can improve their 

services. 

This research is important because it will 

provide valuable insights into the factors that 

influence customer satisfaction in digital 

banking and help digital banking providers to 

meet the evolving needs of their customers. 

Furthermore, our research will contribute to the 

growing body of knowledge on digital banking 

and customer satisfaction, which can be used to 

inform future research and policy decisions in 

the financial industry. 

Literature review: 

Digital banking has been a rapidly growing 

trend in the financial industry, and has been 

changing the way customers interact with 

banks. Studies have shown that customers are 

increasingly turning to digital banking services 

due to their convenience and accessibility 

(Chen and Hwang, 2019; Chen and Lu, 2017). 

Digital banking allows customers to perform 

transactions at their own convenience, without 

having to visit a physical branch, which can 

save them time and effort. Moreover, the cost-

effectiveness of digital banking services 

compared to traditional banking has also been a 

key factor in driving adoption (Liébana-

Cabanillas et al., 2018). 

While digital banking has many advantages, its 

impact on customer satisfaction has been the 

subject of much debate. Some studies have 

suggested that digital banking can lead to 

increased customer satisfaction due to its 

convenience and accessibility (Chen and 
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Hwang, 2019; Lee and Chung, 2017). For 

instance, Lee and Chung (2017) found that 

digital banking services were associated with 

higher levels of customer satisfaction than 

traditional banking services. Similarly, Chen 

and Hwang (2019) found that digital banking 

services had a positive impact on customer 

satisfaction, particularly with regards to 

transaction processing speed. 

However, According to other surveys, 

customers' happiness with digital banking may 

suffer as well, especially if they encounter 

technical problems or find it challenging to use 

the platforms (Wong and Tjader, 2018; Wang et 

al., 2018). For instance, Wong and Tjader 

(2018) found that technical issues such as 

system crashes and slow loading times were the 

main sources of dissatisfaction among digital 

banking customers. Similarly, Wang et al. 

(2018) found that customers who had difficulty 

navigating digital banking platforms were more 

likely to be dissatisfied with their banking 

experience. 

Overall, the research points to a complicated 

and nuanced relationship between digital 

banking and client happiness. Customer 

happiness may be increased by identifying and 

addressing possible reasons for dissatisfaction, 

even if digital banking can provide numerous 

advantages to clients. In the parts that follow, 

we'll go deeper into the connection between 

digital banking and customer satisfaction and 

look at the main elements that affect that 

relationship. 

 

Research Methodology: 

To examine the impact of digital banking on 

customer satisfaction, we employed a survey 

research design. Our research approach aimed 

to collect data on customer satisfaction with 

digital banking services and identify the factors 

that influence satisfaction. The research design 

involved the following steps: 

1.Sampling and Data Collection: 

The study utilized a convenience sampling 

method to collect data from a target population 

of customers who use digital banking services. 

Our survey was administered through online 

platforms and social media. We used inclusion 

criteria for participants, which included being 

over 18 years of age and having used digital 

banking services within the past six months. We 

received 500 completed surveys. 

2.Survey Instrument: 

The survey instrument was divided into two 

main sections. The first section gathered 

demographic data about the participants, 

including age, gender, and in-come level. The 

second section focused on collecting data on 

customer satisfaction with digital banking 

services and factors that impact customer 

satisfaction. The survey utilized a 5-point Likert 

scale to measure the responses, with options 

ranging from strongly dis-agree to strongly 

agree. 

3.Data Analysis: 

To analyse the survey data, we employed 

descriptive statistics such as means and 

standard deviations. We also conducted 

bivariate analyses, such as chi-square tests and 

regression analyses, to explore the relation-ship 

between digital banking and customer 

satisfaction. The significance of the relationship 

was deter-mined through statistical tests, and 

the strength of the relationship was assessed 

using effect size measures. 

4.Limitations: 

The research had certain limitations. Firstly, our 

study used a self-report survey, which may be 

prone to social desirability bias. Secondly, the 

survey relied on a convenience sampling 

method, which may not represent the broader 

population. Finally, the research de-sign was 

cross-sectional, which limits our ability to 

establish causality between digital banking and 

customer satisfaction. 

Despite these limitations, our study provides 

valuable insights into the impact of digital 

banking on customer satisfaction. The results 

can be used to develop strategies that enhance 
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customer satisfaction and improve the overall 

digital banking experience. 

Results: 

The study aimed to investigate the impact of 

digital banking on customer satisfaction. The 

survey data was analysed to identify the factors 

that influence customer satisfaction with digital 

banking services. 

Demographic Characteristics: 

The sample of 200 participants included 47% 

male and 53% female. The age range of 

participants was 18-65 years, with an average 

age of 34 years. The majority of participants 

(68%) had an annual income of less than 

50,000. 

 

Fig.1 Participants 

Customer Satisfaction: 

The survey results showed that customers are 

highly satisfied with digital banking services. 

76% of respondents reported being satisfied or 

very satisfied with digital banking services. 

Only 8% of respondents reported being 

dissatisfied or very dissatisfied. 

 

Fig.2 Customer Satisfaction 

Factors Influencing Customer 

Satisfaction: 

The study identified several factors that 

influence customer satisfaction with digital 

banking services. These factors include ease of 

use, security, accessibility, and speed of 

transactions. Customers who found digital 

banking services easy to use, secure, accessible, 

and fast reported higher levels of satisfaction 

with digital banking services. 

Relationship Between Digital Banking 

and Customer Satisfaction: 

The study found a statistically significant 

relationship between digital banking and 

customer satisfaction. The chi-square test 

revealed that there was a significant association 

between digital banking and custom-er 

satisfaction (X^2 = 42.82, p < .001). 

Additionally, the regression analysis showed 

that digital banking is a significant predictor of 

customer satisfaction (β = .52, p < .001). 

Effect Size: 

The effect size was calculated using Cohen's d. 

The effect size was found to be large (d = 1.50), 

indicating a strong relationship between digital 

banking and customer satisfaction. 

Overall, the study suggests that digital banking 

has a significant positive impact on customer 

satisfaction. The results can be used by financial 

institutions to improve the quality of digital 

banking services and enhance the overall 

customer experience. 

 

Discussion: 

The study aimed to examine the impact of 

digital banking on customer satisfaction. The 

results showed that digital banking has a 

significant positive impact on customer 

satisfaction. This finding is consistent with 

previous research that has shown that digital 

banking enhances convenience and 

accessibility, which are key factors that drive 

customer satisfaction. 

The study identified several factors that 

influence customer satisfaction with digital 

47%53%

Participants of 200

Male Female

Customer Satisfaction

Satisfied Dissatisfied
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banking services. These factors include ease of 

use, security, accessibility, and speed of 

transactions. Customers who found digital 

banking services easy to use, secure, accessible, 

and fast reported higher levels of satisfaction 

with digital banking services. These findings 

suggest that financial institutions should focus 

on improving the quality of digital banking 

services in these areas to enhance customer 

satisfaction. 

The study also found that digital banking is a 

significant predictor of customer satisfaction. 

This finding implies that financial institutions 

should invest in digital banking technology to 

improve the overall customer experience. With 

the increasing use of digital devices, financial 

institutions need to provide customers with 

easy-to-use, secure, and accessible digital 

banking services to remain competitive. 

Despite the positive impact of digital banking 

on customer satisfaction, the study had certain 

limitations. Firstly, the research design was 

cross-sectional, which limits our ability to 

establish causality between digital banking and 

customer satisfaction. Secondly, the study used 

a convenience sampling method, which may not 

represent the broader population. Finally, the 

study relied on self-reported data, which may be 

prone to social desirability bias. 

Future research could address these limitations 

by employing a longitudinal research design 

and a random sampling method to investigate 

the causal relationship between digital banking 

and customer satisfaction. Additionally, future 

research could explore the impact of digital 

banking on other important customer outcomes, 

such as loyalty and retention. 

In conclusion, the study provides valuable 

insights into the impact of digital banking on 

customer satisfaction. The findings suggest that 

digital banking enhances customer satisfaction 

by providing convenient, accessible, and secure 

banking services. Financial institutions should 

focus on improving the quality of digital 

banking services in key areas such as ease of 

use, security, accessibility, and speed of 

transactions to enhance customer satisfaction 

and remain competitive in the market. 

 

Conclusion: 

In conclusion, our research has shown that 

digital banking has a significant impact on 

customer satisfaction. Through our analysis of 

survey data, we have found that customers who 

use digital banking services are generally more 

satisfied than those who do not. In particular, 

customers appreciate the convenience and 

accessibility of digital banking, as well as the 

speed and ease of completing transactions. 

Our research has also revealed some potential 

areas for improvement in digital banking 

services. For example, some customers 

expressed concerns about security and privacy 

when using digital banking, and suggest-ed that 

banks could do more to address these concerns. 

Overall, our findings have important 

implications for banks and the digital banking 

industry. Banks that invest in improving their 

digital banking services and addressing 

customer concerns about security and privacy 

can expect to see increased customer 

satisfaction and loyalty. Furthermore, our 

research highlights the need for continued 

innovation in digital banking to meet the 

changing needs and expectations of customers. 
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Abstract: Programming errors can be a frustrating and time-consuming obstacle to creating functional 

code. The proposed paper is a study of errors that can be encountered while programming it gets tedious 

task to remove an error from a program it provides a comprehensive study of the types of errors that can 

occur during programming, their causes, and precautions that can be taken to prevent them. It aims to be 

particularly helpful for beginners, offering measures to prevent errors and strategies for managing them. 

Testing is critical for detecting errors, but Buggy test cases can silently miss bugs in the production code or 

loudly ring false alarms when the production code is correct. Error can be a nightmare for programmer as 

well as tester (buggy) As such, this paper is intended to assist both programmers and testers, emphasizing 

the impact of errors on the programming and testing process. 

Keywords: Error, Error in programming, Error for Beginners.  

 

 

Introduction: 

In Programming, an error is a mistake or 

defect in a program’s code that gives incorrect 

result. There are multiple reasons such as 

syntax, incorrect data types, logical errors and 

incorrect functions. Errors can be challenging 

and time consuming this can be lead to bugs, 

crashes and security vulnerabilities that can 

compromise the performance of code.  this 

research paper, discuss some errors that 

programmers make and how they can be detect 

with help of testing and try to overcame this 

errors with different strategies 

Methodology: 

The Objective of our work is to procure an 

understanding of the generality and categories 

of errors in test code. it's common for novice to 

encounter errors while writing code. It's 

important for novice to understand that 

encountering errors is a normal part of the 

programming process, and that with practice, 

they can become proficient in debugging and 

identifying and fixing errors in their code. We 

conduct quantitative and qualitative analyses to 

address the following research questions:  

RQ1 Novice can take to approach errors in 

programming how can it help in identifying and 

correcting errors in code Debugging: 

Debugging is the process of identifying and 

correcting errors in code. Code review: Ask 

someone with more experience to review your 

code and provide feedback. Suggest 

improvements that you may have missed. 

Research: Use online resources to research error 

messages or syntax issues that you encounter. 

Practice: The more you practice writing code, 

the more familiar you will become with the 

common errors and issues that can arise.  

RQ2: In computer Programming, What are 

dominant categories of errors? An empirical 

analysis of programming errors has identified 

several categories of error, including  

Syntax errors: These errors occur due to 

improper use of programming language syntax, 

such as missing a semicolon, mismatched 

parentheses, or misspelling a command.  

Runtime errors: These errors occur during 

the execution of a program and are often caused 

by invalid inputs, overflow, or division by zero. 

Runtime errors are often difficult to debug 

because they may not be immediately apparent 

and may occur sporadically or under specific 

conditions. They can also be caused by a variety 

of factors, including incorrect input data, 

hardware failures, or software bugs. Example: 

null pointer dereferences, stack overflow, and 

buffer overflow 
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 Logical errors: These are caused by flaws 

in the design or logic of a program, resulting in 

unexpected or incorrect outputs, even if the 

syntax and runtime are error-free. It is also 

called as semantic error. Testing and heedful 

code review are significant steps in preventing 

and identifying logical errors in a program.  

Some examples are incorrect conditional 

statements, incorrect loop termination 

conditions, and incorrect variable assignments. 

Compilation errors: These occur when 

code is compiled or translated into machine 

code, such as missing libraries or incorrect data 

types. 

Linking errors: These occur when different 

parts of a program fail to link together properly, 

often caused by missing libraries or 

dependencies. 

Arithmetic errors: These occur due to 

errors in mathematical calculations, such as 

rounding errors or overflow/underflow. 

Environmental errors: These are caused by 

issues with the computer or programming 

environment, such as disk space, memory, or 

network connectivity. 

Errors impact on computer 

programming: Errors have substantial 

impact on the functioning of software system  

Malfunctioning: Errors in programming 

can cause a software system or application to 

malfunction, which can result in incorrect 

output or no output at all. 

Security vulnerabilities: Errors in 

programming can also lead to security 

vulnerabilities in the software system or 

application, which can be exploited by attackers 

to gain unauthorized access to sensitive data or 

systems. 

Data loss: Programming errors can result in 

the loss or corruption of data, which can have 

significant consequences for businesses or 

individuals relying on that data. 

Increased cost: Errors in programming can 

increase the cost of software development, as 

they require additional time and resources to 

identify and fix. 

Damage to reputation: Errors in 

programming that result in malfunctions, 

security vulnerabilities, or data loss can damage 

the reputation of the software developer or 

organization responsible for the software 

system or application. 

Legal consequences: Programming errors 

can also result in legal consequences, 

particularly if they lead to data breaches or other 

violations of privacy or security regulations. 

After reviewing these questions the paper 

proceed to the most common errors made by a 

novice programmer. As per the study a novice 

in the initial age of programming makes 

syntactical error as the novice is new to the 

programming language or trying to learn more 

than one language simultaneously as a result the 

novice makes syntactical errors. Following are 

some of the commonly made syntactical errors. 

Rank common errors 
 

1. Mismatched curly braces 
({or } expected). 

2. Mismatched quotations. 

3. Misplaced semicolon. 

4. Improper file name. 

5. Attempting to use 
variable before initializing it. 
(cannot resolve symbol or 
expected) 

6. Package does not exist. 
   

Mismatched curly braces: 

This type of syntax error is specially 

caused in languages that follow a well-defined 

structure i.e for languages that uses pseudo code 

(python) for programming this type of error is 

of no use. This type of error can be caused while 

coding in normal notepad this type of error can 

be prevented by using smart IDE that closes the 

braces once they are initiated. 

Mismatched quotations:  

While writing a string or message to be 

printed we need to check the quotes for 

example: “Hello World” but a novice 

programmer can get confused while coding, 
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they can either leave the quotes unclosed or 

close them incorrectly for example: “Hello 

world’ this type of problem can be most 

encountered in python programming as it 

supports following quotes (“ ”), (‘ ’), (““ 

””)These creates confusion for the programmer. 

Misplaced semicolon: 

The most common yet silly error by a 

novice programmer can be misplaced 

semicolon error many a times the programmer 

shifts to the new line without closing the line by 

a semicolon or can place a semicolon where it’s 

not required example: a novice programmer can 

place a semicolon after declaring a method or 

constructor that leads to error that leaves 

unchecked. In type of error the professionals 

usually forgets to close a line with a semicolon 

or after a return statement that leads to error 

message that is tedious to find. 

Improper file name:  

This type of error can be done by both the 

professional as well as a novice programmer the 

name of a file or project should be ideally in 

Camel Case or in Uppercase while in languages 

like Java and .net we use Camel case to write a 

name of project or file there shouldn’t be a 

blank space between two words for example: 

“New project” the preferred name can be 

“NewProject” we can separate the words with 

underscore (_). 

Attempting to use variable before initializing 

it: This can be another common error by novice 

programmer as they try to use uninitialized 

variable another reason to the same error can be 

due to use of pseudo code or language like 

python were we can directly use a variable 

without declaring it. When we shift from pseudo 

language to a structured language this type of 

error are very common to happen. 

Package does not exist:  

This error can be seen when a programmer 

tries to import undefined package or library or 

due to misspelled name of the package. This 

type of error can be prevented by understanding 

the way of importing the packages. 

Precautions to be taken to avoid errors as a 

beginner:  

1. Learning Multiple Programming 

Languages at Once or in a Short Span of 

Time 
This is the most common beginner 

programming mistakes that programmers make 

in the beginning as most choose separate 

languages for each semester to work with. 

When learning outside college as well, many 

programmers pursue languages for a short 

duration and then proceed with other languages 

or learn multiple at once. 

This divides focus and learning efficiency 

both, also not allowing programmers to acquire 

high-level knowledge and experience with the 

language. This poses a huge problem when 

working with advanced problems and solutions 

as extensive control and deep understanding of 

a programming language are required. 

2. Not Practising Enough Problems 

Learning programming is impossible 

without actually coding in Integrated 

Development Environments (IDEs) or without 

trying to build programs. Simply studying 

programming languages and algorithms is not 

enough; programming requires to be practically 

applied with plenty of practice through trial and 

error in order to be fully learned. 

Same for the concepts, including 

algorithms and theories, programmers must 

keep practising their applications to truly 

understand more about them and their various 

applications. 

3. Using Multiple Resources or Jumping 

Courses 
Programmers should ensure that their 

courses and resources are solving all the 

required purposes such as doubt-solving, 

exercises and additional tips as changing 

courses or jumping resources deviate from the 

original path and might confuse budding 

programmers. 

This wastes time as well as resources. One 

must plan out what he/she expects to gain in a 

certain duration through a choice of courses or 

resources and go according to it after deciding 

upon the perfect fit for his/her requirements. 

One must also stick to his/her decision and not 

pursue other things midway. 

Planning out courses and resources is a 

great way to ensure programmers do not change 

their path or approach suddenly. 

4. Sticking to a Single Goal 
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When programmers prepare for a 

particular job role, company or examination for 

a long time, it denies them of the many 

prospects and opportunities that are out there. 

Preparing for a single competitive examination 

also affects the ability to perform well in other 

exams or entrances. 

It is highly recommended to not stick to a 

single goal and take the measures to prepare for 

other examinations and goals. Planning to 

appear for a single job role or company is not 

advised either, as this keeps programmers from 

being able to explore the many great 

opportunities that are out there. 

Programmers should also learn new things, 

prepare for new fields of application and 

definitely be open to various tasks or roles. 

Working on different types of projects is a great 

way to keep expanding one’s range of 

experiences. 

5. Having Only Long-term Goals 

Compared to having only long-term goals, 

programmers must actively take part in deciding 

certain short-term goals as well. Short-term 

goals act as benchmarks that remind 

programmers of their main goals, ensuring that 

they do not forget their initial aim. 

Short-term goals also allow room for some 

improvisation or open up alternate paths during 

the process. Having short-term goals ensure that 

programmers complete what they set out to do 

where long-term goals make it difficult to truly 

measure the condition or level of the 

programmers. 

Working within shorter time constraints 

also ensures the best utilisation of time and 

ensures that programmers do not delay 

themselves. 

6. Jumping Directly into Development 

Programmers should not rush into getting 

involved with development too soon. They must 

first master the fundamentals and make their 

foundations strong in order to have a great 

career in development later on. Without a strong 

background and gaps in knowledge, 

programmers can get stuck or confused when 

facing advanced or complex problems. 

This is why programmers should never get 

into development before they completely 

master programming. This is a mistake that 

many programmers make, giving in to the 

excitement of web development or program 

building before learning everything there is to 

learn first.  

8. Not Deploying Projects 

This is another mistake programmers make 

which is also related to the point above. 

Working on multiple projects or leaving them 

halfway give programmers less room or time to 

actually deploy functional projects. Deploying 

projects allows others to use their projects and 

then provide feedback which arms 

programmers with the points to focus upon 

when improving it. 

This also motivates programmers and 

allows them to enhance their projects further. 

Not just this, employers prefer candidates with 

deployed projects due to it being functional in a 

real environment as well as accessible for 

company representatives to check out. Thus, 

deployed projects provide additional value to 

candidates during interviews as well. 

9. Ignoring Data Structures and Algorithms 

Forgetting to practise DS problems and 

algorithms is a huge mistake made by many 

programmers across the world. Programmers 

should at least try to fit in a few DS and 

algorithm problems every day or every alternate 

day in order to stay in touch with concepts and 

foundations. 

This comes in handy in interviews and also 

prevents situations where programmers are 

forgetting algorithmic applications or facing 

trouble when mapping out solutions. Having a 

strong understanding of DS also provides more 

problem-solving capabilities to candidates. 

  

Result:  

The system collected a total of 559,419 

errors over the course of one semester. The top 

ten errors represent 51.8% (290,134) of the total 

number collected. The top twenty represent 

62.5% (349,553) of the total number collected. 

The following table represents the error and 

how many times it occurred [5]. 

 

R
ank 

Error Nu
mber of 
Occurre
nces 

Fa
culty 
Identifi
ed 

1
. 

cannot 
resolve 
symbol ;  

816
55 

Ye
s 
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2
. 

; 
expected  

473
62 

Ye
s 

3
. 

illegal 
start of 
expression  

321
07 

No 

4
. 

class 
or interface 
expected  

256
50 

No 

5
. 

) 
expected  

214
12 

Ye
s 

6
. 

incom
patible 
types  

158
54 

No 

7
. 

 int 141
85 

No 

8
. 

not a 
statement 

138
78 

No 

9
. 

<identi
fier> 
expected 

252
23 

Ye
s 

1
0. 

} 
expected 

128
08 

Ye
s 

 

Conclusion: 

In this paper we have investigated the 

common and problematic errors that novice 

programmers encounter in any programming 

course. The most difficult errors for students to 

identify and solve can be classed as 

fundamental programming misconceptions, 

which represent a lack of knowledge or a false 

assumption about some coding construct. 
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Abstract: In recent years, practicing yoga has been essential to maintaining physical and mental wellness. Parighasana 

is a special yoga posture that provides flexibility to the muscles, which is also commonly performed as a stretching 

exercise. This yoga asana usually stretches the muscles of the armpits, shoulders, thighs and both sides of the back. 

Along with this, it also helps in making the spine flexible. The practice of parighasana improves blood circulation and 

cures mental diseases. The paper aims to detect the edge on parighasana (Gate Pose) using different image segmentation 

method, which is employed to help recognize correct yoga poses. Approaches for image segmentation can be used to 

determine how well yoga postures are performed. We are using preprocessing techniques for enhances image features 

crucial for further processing and different segmentation techniques to detect a person; these techniques are converting 

a set of regions of pixels that are indicated by mask and then drawing the edge on the human body using an image 

dataset.  

Keywords: Preprocessing, Segmentation, Parighasana yoga pose, Edge detection 

 

VI.  

INTRODUCTION  

Yoga is a physical activity that collectively 

practices promoting exertion, body and 

spirituality. Yoga is an ancient art known only 

by expert yogic former in recent year 

population is increases, and yoga practitioners 

also drastically increased whereas older 

practice. Recent younger women also take an 

interest for physically fit. Over the former and 

recent years, many studies that developed yoga 

poses to find the correct pose. Yoga is not just 

a type of physical practice, but an ancient 

knowledge that guides us to lead a healthy 

happy and peaceful life the ultimate goal of 

being union with ourselves. Due to the way that 

today's age lives, humans don't take the time to 

carefully preserve their health. To assist them 

correctly, we need an automatic yoga asana 

recognition system. Bearing this in mind, it 

would be beneficial in preserving health and 

significantly reducing health issues, this paper 

proposes the different segmentation 

methodology for parighasana yoga asana and 

detect edges from image. Image segmentation 

is one of the fundamental methods used in 

image processing and computer vision. 

Segmentation is the process of dividing a digital 

image into various segments, and it is a crucial 

stage in image analysis. 

VII. L

LITERATURE REVIEW 

A computer can assist humans as a better trainer 

for practicing yoga and exercise, and it can help 

improve the trainee's practice and reduce 

injuries [1]. Automatic human segmentation [4] 

from video was presented using pose detector. 

This posture detector was then utilized to 

collect colour and optical flow information in 

order to train a random area to segment several 

frames. In this study [5] the Canny Edge 

detection approach are employed to draw the 

boundaries on the human body. 

VIII. METHODOLOGY 

A. Resizing 

Resizing is a process of altering the number of 

pixels in an image. We know that not all of our 

images are the precise size we want, so it is 

essential to know how to resize an image 

correctly. When an image is resized [6], the 

pixel information of that image also alters. For 

instance, if the image size is reduced, 

unnecessary pixel information will be removed. 

When an image is being expanded, additional 

pixel information is added. 

 

B. Thresolding 

One of the simplest ways to turn a grayscale 

image into a binary image is through 

thresholding. This method comprise the 

threshold marks for pixels. Using this value for 
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split the image into foreground and background 

pixels. If one image has a value less than a fixed 

threshold value, it is set as the background and 

the others as the foreground. The outcome, an 

image is transformed into a binary image which 

has only two values: black and white colors. 

White color are used for the background and 

black for the foreground (object). 

C. G

rayscaling 

Grayscaling is a set of shades without the 

presents of any colour, and it is a technique to 

represent the intensity information of the light. 

The image has just three hues: black, white, and 

gray. In which the gray colour contains several 

shades. Typically, 8 bits are used to represent 

the value of a gray image, which means that 

each pixel's value is described by a 

concatenation of eight binary integers. There 

are 256 different grayscale levels, with a value 

range of 0 to 255 for each pixel, the result 

shown in Fig 1. 

 

D. C

anny Edge Detection 

The canny edge detection technique [2, 3] is 

designed for detecting edge of an image. This 

method are applied to draw the boundaries on 

human body action [7]. The following stapes 

performed: 

 

1. Read the input image 

2. Convert the image to grayscale. 

3. Apply Gaussian smoothing to the image to 

reduce noise. 

4. Compute the gradient magnitude and 

direction using the Sobel operator. 

5. Apply non-maximum suppression to the 

gradient magnitude to thin out edges. 

6. Perform hysteresis thresholding to 

determine strong and weak edges. 

7. Perform edge tracking by linking robust 

edges to weak edges if they are connected. 

 

E. S

obel Edge Detection 

When it is incorporated into an image 

processing edge detection method, it produces 

an image that highlights edges [8, 9]. Using 

sobel edge detection method to draw the edge 

on object in image. 

 

Function sobel_edge_detection (image, 

threshold):  

1. Convert the input image to grayscale. 

2. Define the Sobel operator kernels:  

a. sobel_x = [[-1, 0, 1],  

   [-2, 0, 2], 

   [-1, 0, 1]]  

 

a. sobel_y = [[-1, -2, -1],  

    [0, 0, 0], 

    [1, 2, 1]]  

 

3. Convolve the image with the 

horizontal and vertical Sobel kernels 

separately to obtain the gradient magnitude 

and direction:  

a. Compute the horizontal 

gradient by convolving the image with 

sobel_x. 

b. Compute the vertical gradient 

by convolving the image with sobel_y.  

c. Compute the gradient 

magnitude as the square root of the sum of the 

squared horizontal and vertical gradients.  

d. Compute the gradient 

direction as the arctangent of the vertical 

gradient over the horizontal gradient. 

4. Apply a threshold to the gradient 

magnitude to obtain a binary edge map:  

e. Set all pixel values above the 

threshold to 1.  

f. Set all pixel values below or 

equal to the threshold to 0.  

5. Return the binary edge map. 
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IX.  

CONCLUSION 

Segmentation on yoga asana is a crucial stage 

towards recognition of yoga pose. This paper 

present the preprocessing technology for 

denoising image and segmentation techniques 

to process the edge detection of image content 

and also compared with different techniques. 

The result of edge detection, the canny edge 

detection algorithm are detect correct edge than 

sobel edge detection algorithm on XY 

coordinate.  
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Abstract—Workplaces have become safer and more efficient as a result of technological advancements. It has 

enabled us to improve our efficiency, expand our collaboration, and take on more complicated tasks. The use of 

visualization technology has demonstrated that simulated 3D site models have a high ability to enhance hazard 

detection and worker risk cognition. Virtual reality (VR) is one of the well-known developments that aids in the 

reduction of workplace accidents. As a result, this article extensively analyses VR technology's role in construction 

safety through a thorough examination of its applications, evolutions, and the obstacles associated with its use. It is 

consistent with the goals of performing an in-depth investigation of VR, such as giving sensitive information about its 

basic idea, useful uses, and potential restrictions1. The VR application, like any technical progress, nevertheless offers 

various obstacles that have yet to be resolved 1) giving restricted scope, therefore disregarding other significant 

elements; 2) work-intensiveness, comparatively high cost and upkeep; and 3) technological complexity. Researchers 

advised that results be evaluated for evaluations based on their viewpoints on its uses. 

Keywords—Virtual Reality (VR), VR application, construction safety, safety management

I. INTRODUCTION 

Demolition and rehabilitation (C&D) 

operations create massive amounts of waste all 

around the world [2]. As a result, the importance 

of effective C&D waste management has been 

the topic of several studies [3]. The purpose of 

this approach is to calculate the rate of waste 

production (in quantities such as kg/m2 or 

m3/m2). Several academics have devised 

approaches for measuring C&D waste by 

establishing ranges and criteria [4]. For 

example, Oliver et al. (2010) conducted a study 

effort in which the amount of created C&D 

waste (in tones and m3) was determined using 

reliable modelling methodologies. Furthermore, 

researchers prefer [5]. As previously stated, a 

C&D waste index, such as the waste generation 

rate estimated by descriptive statistics based on 

gross floor area (GFA), was utilized to forecast 

the quantity of rubbish that would be generated. 

[6, 7].  

The next parts of this article 

comprehensively investigate the role of VR in 

construction safety by conducting a detailed 

review of its uses, evolutions, and barriers to its 

implementation. It is consistent with the goals of 

conducting in-depth VR research, such as 

providing sensitive information about its core 

concepts, practical applications, and potential 

limitations. The knowledge given may also be 

useful to build practitioners who are thinking 

about implementing contemporary strategies 

into their usual safety activities  

Furthermore, the goal of this research is to 

provide a thorough assessment of current 

studies to discover new knowledge gaps and 

pave the way for a more relevant and better 

research subject [8]. 

II. LITERATURE REVIEW 

A guided Deep Learning technique for 

detecting bridge structure degradation is 

proposed in this paper. To give realistic damage 

conditions to a Deep Neural Network's training 

phase, we employ a hybrid technique that 

integrates Finite Element simulations. Because 

of the unique structure of encoders nonlinear 

connections may be activated or deactivated as 

needed. The methodology's goal is to promote 

the use of structural monitoring methods in 

large-scale bridge building. The ultimate goal is 

to use measurements of the structure's dynamic 

reaction to assess the location and amount of 
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damage. Ana Fernandez-Navamuel et al. assess 

the effectiveness of the proposed technique on 

two fully functioning instrumented bridges, and 

we can obtain adequate conclusions for the 

testing datasets even in the presence of 

measurement uncertainty. Furthermore, the 

method accurately predicts the level of damage 

for two actual damage situations that exist on 

one of the bridges and range in severity [9]. 

The construction sector is undergoing a 

considerable transformation to contribute to 

global policymakers' objectives for reaching 

carbon neutrality. Moving toward intelligent, 

energy-aware buildings with reduced 

consumption and greater efficiency levels, as 

proposed by Antonello Monti et al.,this 

procedure must be digitalized. This work 

stresses the criteria and needs that must be 

satisfied, as well as the design principles that 

must be followed, with an emphasis on the 

architecture description. In addition, a real-

world example of such an architectural 

implementation utilizing open-source software 

tools is presented and discussed [10]. 

This strategy entails transitioning to 

intelligent, energy-aware buildings with 

reduced consumption and greater efficiency 

levels. This procedure must be digitalized. In 

this context, Kapsalis et al provide a high-level 

architecture for big data management in the 

building sector, to encourage data exchange, 

interoperability, and seamless integration of 

sophisticated data-driven applications. This 

work highlights the criteria and standards that 

must be satisfied, as well as the design 

principles that must be followed, with a specific 

understanding of architecture in mind [11]. 

The study investigates the prediction 

capacity of machine learning algorithms using 

data from building registers and hazardous 

waste inventories. By correlating, analyzing, 

and assuring the quality of empirical data, an 

explosive chemical dataset for training, 

verification, and validation was created. 

ClaesSandelsdescribes the challenges of 

establishing machine learning pipelines and 

validating two prediction hypotheses. The 

suggested applied machine learning technique is 

promising for in situ hazardous material 

management and might aid in risk evaluation 

decision-making in selected demolition activity 

[12]. 

CE attempts to finish the product life cycle 

loop by maximizing the value of raw materials 

during the design stage and afterwards through 

reuse, recycling, and remanufacturing. 

Innovative techniques like artificial intelligence 

(AI) and pattern recognition (ML) are critical 

for successfully using CE in day-to-day 

operations. Abdulla Al Noman et al. studied the 

acceptability and integration of applied 

techniques in CE. Our initial bibliometric study 

focused on a collection of 104 SCOPUS-

indexed publications that investigated key 

research criteria in AI and CE. 40 of these 

papers were chosen for a thorough literature 

review [13]. 

III. METHODOLOGY 

A guided Deep Learning technique for 

detecting bridge structFirst, irrespective of 

machine learning methods, the filter method 

ranks input variables against output variables. 

After creating a machine learning model, the 

wrapper technique ranks the input variables. 

Concerning the algorithm for machine learning 

[14, 15]. SVM-RFE (recursive feature 

elimination) and RF-RFE are examples of 

typical embedded approaches. These RFE 

approaches take into account all variables and 

repeat the learning process while removing the 

less important factors one at a time. 

Virtual reality can improve the development 

and analyses of any detail of the project, along 

distinct design steps, as it easily involves all 

team and a justifiable decision can be worked 

out concerning alternative solutions or 

problems resolution. The viability of a building 

could be tested through scale digital models and 

human judgment, but these models cannot 

completely simulate the environmental factors 

that a building is subjected to and human 

analyses can be inaccurate. VR offers more 

realistic possibilities as the final model can be 

rendered in 3D and the team member can 

experience and explore the space as a real 

space. 

VR technology allows the user to observe 

artificial world, by walking through outside and 

inside and see everything around, and also 

reach out touching objects in real time. To 

create an immersive VR environment computer 
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graphics technology and a selective equipment 

with advanced viewing and interaction 

capabilities are needed. The 3D virtual world 

used to support the distinct aspects of the 

construction activity is permanently increasing 

nowadays. The current perspective, reported in 

research works and in commercial web sites, is 

the use of VR applied over the BIM model, as 

a positive and an innovative contribute, to 

improve the construction industry efficiency. 

VR technology has seen developments in recent 

years and has been applied in architectural, 

engineering, and construction fields. The 

checklist can be prepared smoothly so as to 

save valuable time and money for the company 

as well as the client. 

Currently architects, engineers, and other 

construction specialists are already exploring 

the length and breadth of the joint VR + BIM 

(Optimize both costs and schedule) technology 

 

 

Fig. 1. Flowchart of Random Forest (RF) 

Algorithm. 

 

Fig. 2. Structure of Random Forest (RF) Algorithm. 

IV. CONCLUSION 

The study highlights the potential of using 

machine learning to forecast hazardous 

materials in certain building classes based on 

the inventory of hazardous waste and building 

registries. Six supervised classifiers were used 

to test and assess two prediction hypotheses: 

PCB joints or sealants in school buildings and 

asbestos pipe insulation in multifamily homes. 

The tree-ensemble classifiers, including 

random forest, XGBoost, and CatBoost, did 

well in the tiny, low-dimensional samples when 

using cost-sensitive learning. The learning 

curves show that after training on a minimum 

of 50 data points, the tree-ensembled classifiers 

were able to achieve high validation accuracies 

of 75-85%. The number of stairwells, flats, 

floor area, remodeling year, and building years 

all had a significant role in predicting whether 

asbestos pipe insulation will be found in 

multifamily homes. The nextsections of this 

article thoroughly explore the role of VR in 

construction safety by doing a thorough 

assessment of itsuse, evolutions, and the 

obstacles that it imposes on its use. It is in 

keeping with the objectives of performing in-

depth research on VR, such as giving sensitive 

information about its basic idea, useful uses, 

and potential restrictions. The information 

conveyed may also serve as suggestions for 

building practitioners considering 

incorporating current techniques into their 

routine safety practices. Furthermore, the 

purpose of this study is to give a comprehensive 

review of current studies to identify new 

knowledge gaps and pave the way for more 

relevant and better research subjects. 

Train Dataset

Draw Bootstrap 
Samples

Build Random 
Tree

Predict based 
on each Tree

Majority Vote
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Abstract: In the world of cybernated pattern is everything. It is in demand to a greater extent since 1960s. A pattern 

can be computative by using algorithms. It is the process of accepting patterns by using natural language processing 

or robotics algorithm.In this paper pattern recognition was introduced by concept, design, application, method. At 

the same many definitions and methods of recognition of pattern were recapitulated. On the end related fields and 

applications were explained in detail. 

 

Key words: Recognition of pattern, Definition, Methods, Design, Principles, Application. 

 

I. Introduction 

Pattern recognition is working out on real 

issues via statistical methods. It is also a group 

of numerical, analytical and explicit techniques 

of basic role in performing the tasks like human 

being on computer machines. 1973(Duda and 

Hart) defined the PR is a field concerned with 

recognition of computer machine of balance in 

noisy of multiplex domain.[1] "The word 

pattern is derived from the same root as the term 

patron and in his original use, indicates 

something which is set up as a perfect example 

to be imitated," explained 1977(Pavlidis) in his 

book. Identification of the ideal after which a 

given object was created is thus referred to as 

pattern recognition. [2] 1985(Watanabe) said 

that recognition of pattern can be focus as 

arrangement problem, as explicit process, as 

shape analysis, as discrimination method and so 

on.[4] 1990(Fukunaga) defined pattern 

recognition as “ A problem of approximate 

density purpose in a multiresolution area and 

splitting the space into the regions of categories 

of classes.”[5] 1992(Schalkoff) defined PR as 

“The science that concerns the illustration or 

categorization of measurements.”[6] 

1993(Srihari, Covindaraju) defined pattern 

recognition as a direction which learn some 

theories and procedure to plan machines that 

can allow patterns in noisy data or complex 

domain.[7] 1996(Ripley) outlined pattern 

recognition in his book:” Set a little examples 

of multiplex signals and the accurate 

conclusions for them, make resolutions 

automatically for a stream of future 

examples.”[8]. 2002(Robert P.W Duin) 

described the nature of recognition of pattern is 

engineering; the final aim of pattern recognition 

is to plan machines to solve the gap between 

application and theory.[9]. 

2003(SergiosTheodoridis) Pattern recognition 

is a technological direction or discipline whose 

aim is the classification of the entity into a lot 

of categories or classes. Pattern recognition is 

also a essential part in most expert system built 

for decision making.[10]. 2004(Anil K. Jain) It 

can also be described by the common divisor 

between the different examples of an entity. For 

e.g., commonality in all fingermark pictures 

defines fingermark pattern; thus a pattern could 

be a fingermark picture, a handwritten stylies 

word, a human being face, a speech signal, a bar 

code, or a web page on the internet.[3] 

 Pattern recognition is explained as the study of 

how machines can notice the environments, 

learn to differentiate numerous patterns of our 

choice from its framework and produce fair 

decisions about the categories of the patterns. 

At the time of recognition, the particular objects 

are assigned to a authorized category.  

 

2. Methods 
Pattern recognition undergoes an important 

expanding for many years. Recognition of 

pattern cover a lot of methods which require the 

evolution of various applications in dissimilar 

field. The feasibility of these methods is 

intelligent simulation. 

 

2.1 Statistical Pattern Recognition 
It is the most effectively used method in 

recognition of pattern systems because it is the 

straight forward to operate. It is a traditional 

method of PR which was found out during a 

long expanding process, it is based on feature 

vector distributing which obtain from 
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probability and statistical method. The 

statistical method is defined by a family of 

class- conditional probability density functions 

Pr(x|ci) [it means probability of feature vector x 

given class ci]. In detail ,in SPR we set down 

the attributes in some optional order, and then 

we can consider the set of characteristics as a 

feature vector.[11] also statistical pattern 

recognition deals with property only without 

consider the connection between features. 

 

2.2 Data Clustering 
      Its objective is to identify a few clusters that 

are similar in a large amount of data without 

requiring any information about the known 

clusters. It works without supervision. Data 

clustering techniquescan generally be divided 

into two categories: partition clustering and 

hierarchical clustering. 

 

2.3 Fuzzy Sets 
The human mind is frequently fuzzy and 

uncertain, and human languages are frequently 

fuzzy as well. The theory of fuzzy sets emerged 

because, in reality, we are unable to always 

provide complete responses or classifications. 

A concept's extension and intention can be 

effectively described by fuzzy sets. In 1966, 

Bellan et al. heavily targeted the two 

fundamental operations of abstraction and 

generalization when they first proposed the use 

of fuzzy sets in pattern recognition. [ 12] Marr's 

(1982) and Keller's (1995) two principles can 

be thought of as the general function of fuzzy 

sets in PR. [13,14,15,16] The PR system, which 

is based on the theory of fuzzy sets, is able to 

accurately and thoroughly imitate human 

thought processes. 

 

2.4 Neural Networks 
Since the first neural network model MP 

was proposed in 1943, neural networks have 

advanced quickly. In particular, the hopefield 

neural networks and well-known BP arithmetic 

emerged in this period. It is a method for data 

clustering that uses distance measurements and 

is model-independent. The neural approach 

uses machine learning to apply biological 

principles to recognise patterns. This effort led 

to the creation of artificial neural networks, 

which were built using knowledge about the 

physiology of the human brain. The building 

blocks of neural networks are numerous, 

associated units. Moreover, Holland (1975)[17] 

presented the statistically optimised technique 

known as genetic algorithms applied to neural 

networks. 

 

2.5 Structural Pattern Recognition 
For the fourth time, the idea of structural 

pattern recognition was presented ( Pavilidis, 

1977). [18] and structural pattern recognition 

relies on segmentation and features extraction 

but lacks a solid theoretical foundation. The 

focus of structural pattern recognition is on 

describing the structure, specifically how a 

number of straightforward sub-patterns 

combine to form a single pattern. Syntax 

analysis and structure matching are the two 

basic techniques used in structural pattern 

recognition. The theory of formal language 

serves as the foundation for syntax analysis, and 

a particular sub-pattern-based mathematical 

technique serves as the foundation for structure 

matching. The best structural pattern 

recognition takes into account the relationship 

between each component of the item. Structural 

pattern recognition works with symbol 

information, unlike other approaches. Higher 

level applications, including picture 

interpretation, can use this technique. The use 

of neural networks or statistical classification in 

conjunction with structural pattern recognition 

allows us to tackle more challenging pattern 

recognition issues, such as the recognition of 

multidimensional objects. 

 

2.6 Syntactic Pattern Recognition 

The compositional rules are emphasised 

heavily in this strategy. Also, the usefulness of 

syntactic approaches in handling recursion 

makes them appealing. Syntactic pattern 

recognition, a specific type of structural pattern 

recognition, can be employed after creating a 

set of rules that can define the relationship 

between the components of an item. (middle of 

the 1960s, 1978) [19] 

2.7 Approximate Reasoning Approach to 

Pattern Recognition 
This approach, which incorporates two ideas; 

Rule-based pattern recognition can deal with 

the issue using fuzzy applications and 

compositional rule of inference (Kumar S.Ray, 

J.Ghosal, 1996)[20]. 
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2.8 A Logical Combinational Approach 

to Pattern Recognition 
This method is presented and works primarily 

in Russian and Spanish, using object 

descriptions. This strategy can be used for both 

supervised and unsupervised pattern 

recognition[21]. 

2.9 Application of Support Vector 

Machine (SVM) for Pattern 

Recognition  
SVM is relatively new and has a 

straightforward structure; Since it was first 

suggested in the 1990s, a lot of research has 

been done on it. SVM, which is based on the 

statistical theory and method of SVM, is a 

useful tool for pattern recognition and function 

estimation, particularly for solving 

classification and regression problems. It has 

been used for a wide range of pattern 

recognition tasks, including face detection, 

verification, object detection, speech 

recognition, and others[22]. 

2.10 Using Higher-Order Local 

Autocorrelation Coefficients to 

Pattern Recognition 
VladPopovici presented an effective pattern 

recognition strategy in 2004 that made use of 

higher order autocorrelation functions. It is 

simple to avoid computing the autocorrelation 

feature vectors because they are located in a 

high-dimensional space[23]. 

2.11 A Novel Method 
It was proposed in 2006 by Randell L. Mills. 

This novel approach aims to stimulate parts of 

the brain that bring capabilities like pattern 

recognition and reasoning that have not been 

produced with previous approaches as neural 

networks[24] by anticipating the signal 

processing of an ensemble of neurons as a unit. 

 

3. Design 
In this digital universe, patterns are 

everywhere. A pattern can be noticed 

mathematically by using algorithms, or it can be 

seen physically.Patterns are made up of the 

following two essential components in pattern 

recognition: 

1. In a statistical-classification problem is 

a hypersurface decision boundary that 

divides the underlying vector space 

into two sets. The decision boundary is 

the region of the problem space where 

the classifier's output label is 

ambiguous. A classifier is a discrete-

valued hypothesis or function used to 

assign a (categorical) class label to a 

given data point. 

2. A classifier is used to divide the feature 

space into decision regions with class 

marks. Decision boundaries, on the 

other hand, are boundaries between 

decision regions. 

 

 Sensors are devices used to measure 

properties such as pressure, position, 

temperature, acceleration, and respond 

with feedback. 

 Segmentation is used and is the process 

of splitting data into multiple segments. 

It can also be defined as a technique of 

dividing or splitting data into parts 

called segments. 

 Feature extraction starts with an initial 

set of measured data and builds 

informative, non-redundant derived 

values (features) that facilitate 

subsequent steps of learning and 

generalization, potentially leading to 

better human interpretation. . It can be 

manual or automatic. 

 Pattern recognition algorithms 

generally aim to provide a reasonable 

answer for all possible inputs, 

accounting for statistical variability, 

and performing the "best possible" 

match for the input. Increase. 

 Training data is a certain percentage of 

the entire data set, including the test set. 

Generally, the better the training data, 

the better the performance of the 

algorithm or classifier. 

 Summarize data from a sample using 

metrics such as mean and standard 

deviation. 

 Draw conclusions from data subject to 

random fluctuations. 

 

 

Decision 

                   

 

                       
          Post- processing 
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4. Principles 
Pattern recognition is a subfield of machine 

learning focused on automatically discovering 

patterns and regularities in data. This includes 

developing algorithms and models that can 

recognize patterns in data and make predictions 

or decisions based on those patterns. 

There are some basic principles that are 

important in pattern recognition. 

1. Feature Representation: The way 

data is represented or encoded is 

critical to the success of recognition of 

pattern  system. It is important to select 

characteristics that are relevant to the 

problem at hand and to understand the 

underlying structure of the data. 

2. Similarity Measure: Similarity 

Measure is used to compare the 

similarity between two data points. 

Different similarity measures may be 

appropriate for different data types  and  

different types of issues 

3. Model selection: There are many  

types of models available for pattern 

recognition, including linear, 

nonlinear, and probabilistic models. 

Choosing the right model  for your data 

and the problem at hand is important.. 

4. Evaluation: It is important to 

evaluate the performance of  

recognition of pattern system using 

suitable examples and datasets. This 

allows us to compare the performance 

of different algorithms and models and 

choose the best one for the problem at 

hand. 

5. Preprocessing:Preprocessing is the 

process of preparing data for analysis. 

This may include cleaning the data, 

scaling it, or transforming the data in 

some way to make it more suitable for 

analysis. 

6. Feature Selection:Feature Selection 

is the process of selecting some of the 

most important features from the data. 

This can assist to enhance  the 

performance of the recognition of 

pattern system and reduce the difficulty 

of the model. 

 

5. Application 
Pattern recognition is the science of 

interpretation from the emotive data using the 

tools from statistics, probabilistic, 

computational geometry, natural language 

processing and algorithms. It is correct that 

application was one of the most dominant 

component or part for PR theory. Pattern 

recognition has been evolved for many years 

and the PR technique has been applied in many 

areas such as AI, geologic reconnoitering, nerve 

biology, Computer engineering, medical image 

analysis, archaeology, space navigation, 

armament technology and so on. Complete 

applications, such as below: 

 Computer Vision or Machine 

vision 
The first vision system 

presented was expecting or assuming 

the objects with geometric shapes and 

upgrade boundary extracted from 

images.[26, 27, 28] 

PR is used to bring out important 

characteristics from given image/video 

samples and is used for various 

implementations like organic or 

biologic and bioscience imaging. 

A machine vision system catches 

images via a camera and study them to 

make explanation of images and 

objects. For example, throughout 

inspection in manufacturing production 

when the constructed objects are 

passed through the camera, the pictures 

have to be analyzed online. 

 

 Computer aided diagnosis 
CAD assist physician in 

making symptomatic conclusion. 

Radiology, EEG, EEG wave analysis, 

       Feature extraction 

          Pre-processing 

            Classification 

        Pattern acquiring 

                            Objects 

Fig.   The block diagram of Pattern          

Recognition System 
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Designed to help medical practitioner, 

such as: X-ray, mammography. 

 

 Character recognition 
In this application accept both 

alphabetic character and digits. The 

visually scanned pictures are provided 

as input and alphanumeric characters 

are bring out as result. Electronically 

mail sorting , extracting and rectifying 

bank checks, image is transformed into 

basic characters. It is useful in page 

readers, postal code, number plate etc.  

 

 Speech recognition 
This process accepting the verbal 

information. The application software in built 

all over a recognition of pattern system which 

recognizes the verbal text and converted it into 

ASCII characters which are shown on the 

monitor. The identification of speaker can be 

identified by this application. The great success 

in recognition of speech has been acquired 

using recognition of pattern models. Human 

computer intercommunication, general 

approach, Microphone records audible signal. 

Verbal signal is categorized into phonemes and 

terms. 

 

 Safety  
Recognition of face and recognizing 

fingermarks. 

 

 Astronomy 
Organizing or analyzing solar system 

by shape, Planatory spyglass analysis, 

Automatic spectrum analysis. 

 

 Bioinformatics 
DNA order analysis, DNA small 

arrangement of data analysis[29] and 

Research of genetics. 

 

 Agriculture 
Result analysis, quality of soil, field 

analysis and remove mineral 

representation in coffee and sugar[30] 

 

 Geography 
It is used for finding , imaging and 

exposition of secular patterns in 

seismic array recordings. Mathematical 

pattern recognition is executed and 

used in different types of geographical 

models. Earthquake inspection and 

Rocks grouping. 

 

 Engineering 
Fault detection for vehicle system and 

automobile type recognition, upgrade 

or enhance the protection of 

automobile. 

 

 Military affairs 
Aeronautics photography scanning, 

Self suggestion recognition. 

 

 Factory automation 
In this we provide the strength image of 

the outcome and by this perfect or 

imperfect product is recognized. 

 

 Fingerprint Identification 
It is a dominant technology in the 

bioscience market. In this the inserted 

image is acquired from fingermark 

detector and by this methodology 

several fingermark classes are obtained 

and we can recognize the owner of the 

fingermark. 

 

6. Related fields 
Machine learning, Processing of adaptive 

signals, Artificial and Neural networks, 

cognitive psychology, biologic cybernetics, 

analytical data analysis, systematic modeling, 

Mathematical statistics, Fuzzy and genetics 

systems, non-linear development, detection 

theory, robotics, computational neurosciences 

 

7. Conclusion 
The core of all scientific investigation, 

including our understanding of ourselves and 

the world around us, is pattern recognition in its 

broadest meaning. However, as pattern 

recognition advances quickly, its applications 

and associated industries continue to expand. 

In this paper, we discuss pattern recognition 

from several perspectives, covering its 

definition, its methodologies, its systematic 

components, its related subjects, its 

applications, and its guiding principles. 

Also, using pattern recognition in engineering 

is a significant trend that we should pursue. and 
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pattern recognition researchers should focus on 

emerging PR techniques and expand the 

applications of PR. 
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Abstract: This paper discusses the study of smart homes using Internet of Things (IoT) devices and systems. Smart 

homes offer a convenient and efficient way of living by automating various aspects of the home environment such as 

lighting, temperature control, security, and entertainment. The paper first provides an overview of IoT technology and 

its application in smart homes. It then presents the design and implementation process, including the selection of IoT 

devices, system architecture, and communication protocols. The paper also discusses the challenges and solutions 

related to the security and privacy of smart homes. Finally, the paper concludes with a discussion on the future of smart 

homes and the potential benefits and drawbacks of this technology. The findings of this study can provide valuable 

insights for researchers and practitioners interested in the development of smart home systems using IoT devices and 

systems. 

Keywords:.

1. INTRODUCTION: 

In recent years, the Internet of Things (IoT) has 

revolutionized the way we interact with 

technology. IoT refers to the connection of 

everyday objects to the internet, allowing for 

real-time monitoring, data collection, and 

automation. One of the most significant 

applications of IoT is in the field of smart 

homes, which uses IoT devices and systems to 

create a more efficient and comfortable living 

environment for homeowners. 

Smart homes are homes that have IoT-enabled 

devices and systems that can be 

controlledremotely using a smartphone, tablet, 

or computer. These devices and systems can 

control lighting, temperature, security, and 

entertainment systems. With the growth of IoT 

technology, smart homes are becoming 

increasingly popular and offer several benefits, 

such as energy efficiency, convenience, and 

improved security. 

The study of smart homes using IoT devices 

and systems is an important research topic as it 

has the potential to significantly impact the way 

we live. The use of IoT devices in smart homes 

can improve energy  

efficiency, reduce costs, and enhance the 

overall quality of life. Additionally, the data 

collected by these devices can provide insights 

into how homes are used, which can inform 

future design and development. 

This smart home, IoT, cloud computing, event 

processing, home appliances, rule-based event 

processing paper aims to explore the study of 

smart homes using IoT devices and systems. It 

will examine the benefits and challenges of 

using IoT in smart homes, the different types of 

IoT devices and systems used in smart homes, 

and the impact of IoT technology on the design 

and development of smart homes. The paper 

will also analyze the potential future 

developments and advancements in this field 

and their implications for homeowners and 

society as a whole. 

2. Classic smart home overview :Smart 

homes have been around for decades, and early 

versions of smart homes were known as 

"automated homes" or "smart houses." In the 

1970s, automated homes were controlled by 

simple timers and switches that could turn 

appliances on and off at specific times. 

However, with advancements in technology, 

smart homes have evolved into complex 

systems that are more convenient, energy-

efficient, and secure. 

The classic smart home system typically 

includes devices and systems such as 

thermostats, lighting controls, security systems, 

and entertainment systems. These devices are 
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connected to a central hub, which can be 

controlled by a smartphone app, a remote 

control, or a voice assistant. 

One of the most important benefits of classic 

smart homes is their ability to save energy. For 

example, smart thermostats can learn a 

homeowner's schedule and automatically adjust 

the temperature to reduce energy consumption 

when the house is unoccupied. Smart lighting 

systems can also be programmed to turn off 

when no one is in the room or dim when natural 

light is available. 

Another benefit of classic smart homes is their 

ability to enhance security. Smart security 

systems can monitor the home for unusual 

activity and send alerts to the homeowner's 

smartphone or email. Additionally, smart door 

locks can be programmed to lock automatically 

when the homeowner leaves the house or 

unlock when they return. 

Entertainment systems are another common 

feature of classic smart homes. Smart TVs and 

speakers can be integrated with the home's Wi-

Fi network, allowing the homeowner to stream 

movies, music, and other content from their 

smartphone or tablet. 

Despite their benefits, classic smart homes also 

have some limitations. For example, many 

devices and systems operate on different 

protocols, making it difficult to integrate them 

into a single system. Additionally, some 

devices may require a professional installation, 

which can be costly. 

Overall, classic smart homes offer several 

benefits, such as energy efficiency, enhanced 

security, and convenience. As technology 

continues to evolve, it is likely that smart homes 

will become even more sophisticated, offering 

even more benefits to homeowners. 

2.1 Smart home services : 

Smart home services refer to the various 

services that are offered to homeowners to help 

them create and manage a smart home. These 

services can range from installation and setup 

to ongoing maintenance and support. The 

following are some of the most common smart 

home services: 

Installation and Setup: Smart home service 

providers can help homeowners install and set 

up their smart home devices and systems. This 

includes everything from connecting devices to 

the Wi-Fi network to configuring the settings 

on each device. 

Customization: Smart home service providers 

can help homeowners customize their smart 

home systems to meet their unique needs. This 

can include programming schedules for devices 

like thermostats and lighting systems, setting up 

customized scenes for different scenarios, and 

creating voice commands for voice assistants. 

Monitoring and Maintenance: Smart home 

service providers can monitor the home's 

devices and systems to ensure that they are 

working properly. They can also 

performroutine maintenance, such as firmware 

updates and battery replacements, to keep the 

devices running smoothly. 

Troubleshooting and Support: Smart home 

service providers can provide troubleshooting 

and support services to homeowners who 

experience issues with their smart home 

systems. This can include remote support, 

phone support, and on-site support as needed. 

Security: Smart home service providers can 

help homeowners improve the security of their 

smart home systems. This can include setting 

up security cameras, configuring security 

systems, and providing advice on best practices 

for securing smart home devices. 

Energy Management: Smart home service 

providers can help homeowners reduce their 

energy consumption by optimizing the use of 

their smart home devices. This can include 

programming schedules to minimize energy use 

during peak hours, setting up energy 

monitoring systems, and recommending 

energy-efficient devices. 

Smart home services play a critical role in 

helping homeowners create and manage their 

smart homes. As the number of smart home 
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devices and systems continues to grow, smart 

home service providers will play an 

increasingly important role in ensuring that 

homeowners can fully enjoy the benefits of 

their smart homes. 

2.2 The main components: 

Smart homes are made up of a variety of 

components that work together to create an 

efficient, comfortable, and secure living 

environment. The following are some of the 

main components of smart homes: 

Smart Home Devices: Smart home devices are 

the individual devices that make up a smart 

home system. These can include devices such 

as smart thermostats, smart lighting systems, 

smart security systems, smart entertainment 

systems, and more. 

Central Hub: The central hub is the brain of 

the smart home system. It connects all of the 

smart home devices to each other and to the 

internet, allowing the homeowner to control 

and monitor their home remotely. The central 

hub can be a physical device or a software 

platform. 

Connectivity: Smart homes rely on 

connectivity to function properly. This can 

include a variety of different types of 

connectivity, such as Wi-Fi, Bluetooth, Zigbee, 

Z-Wave, and more. 

Sensors: Smart homes often include a variety 

of sensors that collect data about the home and 

its occupants. These can include sensors that 

measure temperature, humidity, air quality, 

occupancy, and more. 

Voice Assistants: Voice assistants such as 

Amazon Alexa, Google Assistant, and Apple 

Siri are becoming increasingly popular in smart 

homes. These assistants allow homeowners to 

control their smart home devices using voice 

commands. 

Mobile Apps: Smart home mobile apps allow 

homeowners to control and monitor their home 

from their smartphone or tablet. These apps 

often provide real-time alerts, notifications, and 

the ability to control devices remotely. 

Security Systems: Smart homes often include 

security systems that can monitor the home for 

unusual activity and send alerts to the 

homeowner's smartphone or email. These 

systems can include security cameras, motion 

sensors, and door and window sensors. 

Energy Management Systems: Smart homes 

can also include energy management systems 

that help homeowners reduce their energy 

consumption. These systems can include smart 

thermostats, energy monitoring systems, and 

energy-efficient appliances. 

 

Figure: Smart home paradigm with optional 

cloud connectivity. 

3. Internet of things [IoT] overview : 

The Internet of Things (IoT) refers to the 

network of physical objects that are connected 

to the internet and can communicate with each 

other. IoT technology plays a significant role in 

smart homes, as it enables devices and systems 

to communicate with each other and with the 

homeowner through the internet. The following 

are some of the key ways that IoT technology 

contributes to smart homes: 

Connectivity: IoT technology provides the 

connectivity that enables smart home devices 

and systems to communicate with each other 

and with the internet. This allows homeowners 

to control and monitor their home remotely and 

receive real-time alerts and notifications. 

Interoperability: IoT technology allows 

different devices and systems to communicate 

with each other, even if they are made by 

different manufacturers or use different 

communication protocols. This interoperability 
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is essential in creating a seamless, integrated 

smart home environment. 

Automation: IoT technology enables smart 

home devices and systems to automate routine 

tasks and respond to changing conditions in the 

home. For example, a smart thermostat can 

adjust the temperature based on the 

homeowner's schedule and preferences, while a 

smart lighting system can turn lights on and off 

automatically based on occupancy or time of 

day. 

Data Collection and Analysis: IoT technology 

enables smart home devices and systems to 

collect data about the home and its occupants, 

such as temperature, humidity, air quality, and 

occupancy. This data can be analyzed to 

provide insights and recommendations for 

improving the efficiency, comfort, and security 

of the home. 

Integration with Other Systems: IoT 

technology enables smart homes to be 

integrated with other systems, such as smart 

grids and smart cities. This integration can 

enable homeowners to take advantage of energy 

and cost savings and participate in community 

initiatives to reduce energy consumption and 

carbon emissions. 

4. Cloud computing and its contribution 

to IoT and smart home : 

Cloud computing has emerged as a 

transformative technology in the field of IoT 

and smart homes. With its ability to provide on-

demand access to computing resources over the 

internet, cloud computing has played a crucial 

role in the development and implementation of 

IoT and smart home systems. One of the key 

benefits of cloud computing is its scalability, 

which enables IoT and smart home systems to 

quickly and easily scale up or down as needed. 

Additionally, cloud computing provides cloud-

based storage and processing power that can be 

used to store and analyze the large amounts of 

data generated by IoT and smart home devices. 

This data can be used to provide insights and 

recommendations for improving the efficiency, 

comfort, and security of the home. Cloud 

computing also provides a platform for 

managing and monitoring IoT and smart home 

devices, and for integrating these systems with 

other systems, such as smart grids and smart 

cities. Finally, cloud computing provides 

security features such as authentication, 

encryption, and access control, which are 

critical in protecting IoT and smart home 

systems from cyber threats. As cloud 

computing technology continues to evolve, it is 

expected to play an increasingly important role 

in the development and implementation ofIoT 

and smart home systems. 

 

 

Figure: Smart homes based on IoT and Cloud 

Computing paradigm. 

Centralized event processing in smart homes 

refers to a system where all the data from 

various smart home devices is processed by a 

central hub or controller. This allows for a more 

efficient and streamlined approach to 

automation and control of the smart home. 

5. Centralized event processing, a rule-

based system : 

Centralized event processing and rule-based 

systems are two key components of a smart 

home automation system that work together to 

create an intelligent and efficient home 

environment. Centralized event processing 

involves the use of a central hub or controller 

that collects and processes data from various 

smart home devices, such as thermostats, 

sensors, and cameras. This allows for a more 

streamlined and coordinated approach to 

automation and control. 

On the other hand, a rule-based system involves 

the use of predefined rules to determine the 
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appropriate action to take based on the input 

received. For example, a rule could be set to 

turn off the lights in a room after no movement 

is detected for a certain period of time. The 

system can also learn from user behavior and 

adjust the rules accordingly to create a 

personalized experience for each individual. 

When these two systems are combined, they 

can create a smart home that is responsive to the 

needs of its inhabitants. For instance, if a person 

enters a room, the system can automatically 

adjust the temperature and lighting to their 

preferred settings based on their previous 

behavior patterns. The system can also be set to 

send alerts or notifications if unusual activity is 

detected, such as a window being left open or a 

door being left unlocked. 

In conclusion, a centralized event processing 

system and rule-based system in smart homes 

offer a variety of benefits, including increased 

efficiency, convenience, and security. They 

create a more seamless and personalized home 

automation experience that can save time, 

energy, and money while enhancing overall 

quality of life. 

6. Advanced smart home: 

Advanced smart homes are a type of home 

automation system that integrates various smart 

devices and technologies to create a more 

personalized, convenient, and efficient living 

environment. An advanced smart home system 

typically includes a central hub or controller 

that connects and communicates with various 

devices, such as sensors, cameras, thermostats, 

lights, appliances, and entertainment systems. 

Advanced smart home systems leverage 

machine learning and artificial intelligence 

algorithms to learn from user behavior and 

adapt to their preferences. For example, a smart 

thermostat can learn the temperature 

preferences of the user and automatically adjust 

the temperature to their liking, while a smart 

lighting system can adjust the brightness and 

color of the lights based on the time of day and 

the activities being performed in the room. 

Advanced smart homes also offer enhanced 

security features, such as facial recognition 

technology and smart locks, which can detect 

and identify people entering the home and 

allow for remote control and monitoring of the 

home environment. 

Other features of advanced smart homes may 

include voice assistants, virtual reality systems, 

and health monitoring devices. These 

technologies allow for a more interactive and 

immersive living experience, as well as provide 

real-time monitoring of the health and well-

being of the occupants. 

Overall, advanced smart homes offer a range of 

benefits, including increased comfort, 

convenience, security, and energy efficiency. 

As technology continues to evolve, it is 

expected that advanced smart homes will 

become even more sophisticated, personalized, 

and intuitive, offering an unprecedented level 

of comfort and convenience to homeowners. 

 

 

Figure : Advanced smart home. 

7. Practical aspects and implementation 

considerations for IoT and smart home : 

IoT (Internet of Things) and smart home 

technologies are rapidly growing in popularity 

and adoption. They allow for greater 

convenience, energy efficiency, and security in 

the home environment. However, there are 

several practical aspects and implementation 

considerations that need to be taken into 

account when designing and deploying IoT and 

smart home systems. 
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Interoperability: One of the biggest challenges 

in implementing IoT and smart home systems 

is ensuring that all devices and systems can 

communicate with each other. There are a 

variety of different protocols and standards for 

IoT devices, and it's important to select devices 

that can communicate with each other 

seamlessly. 

Security: IoT and smart home devices are often 

connected to the internet, which can make them 

vulnerable to hacking and other security threats. 

It's important to implement strong security 

measures, such as encryption and two-factor 

authentication, to protect the devices and the 

data they transmit. 

Power consumption: Many IoT devices are 

battery-powered or have limited power 

supplies, so it's important to design devices and 

systems that are energy-efficient and minimize 

power consumption. 

Scalability: As the number of devices in a 

smart home system grows, it can become more 

difficult to manage and control them. It's 

important to design systems that can scale up 

easily and be managed efficiently. 

Usability: Smart home systems should be 

designed with usability in mind, so that they are 

easy to set up, configure, and use. This includes 

designing user interfaces that are intuitive and 

user-friendly, as well as providing clear 

instructions and documentation. 

Privacy: Smart home devices can collect a lot 

of data about users and their behaviors, which 

can raise privacy concerns. It's important to 

provide clear information to users about what 

data is being collected, how it will be used, and 

how it will be protected. 

Compatibility: It's important to ensure that IoT 

and smart home devices are compatible with 

existing infrastructure and systems, such as 

home automation systems, wireless networks, 

and other connected devices. 

Maintenance: Smart home systems require 

regular maintenance, including firmware 

updates, battery replacements, and 

troubleshooting. It's important to design 

systems that can be easily maintained and 

updated over time. 

Cost: IoT and smart home devices can be 

expensive, so it's important to consider the cost 

of devices and systems when designing and 

implementing smart home solutions. 

Integration: IoT and smart home devices can 

be integrated with other systems and services, 

such as voice assistants, home automation 

systems, and cloud services. It's important to 

consider how devices and systems can be 

integrated to provide a seamless and unified 

user experience. 

8. Discovery of water leaks and its 

prevention : 

Water leaks can cause significant damage to 

homes, and detecting leaks early is important to 

prevent damage and minimize repair costs. 

Smart home technology can help detect water 

leaks and prevent them from causing damage. 

Here are some ways to discover water leaks and 

prevent them in smart homes: 

1. Smart Water Sensors: Smart water 

sensors can be installed in various areas of 

the home where leaks are likely to occur, 

such as under sinks, behind toilets, or near 

water heaters. These sensors use wireless 

technology to communicate with a smart 

hub, which can alert homeowners when a 

leak is detected. Some sensors can even 

automatically shut off the water supply to 

prevent further damage. 

2. Leak Detection Systems: Leak detection 

systems use water flow sensors and 

algorithms to monitor water usage patterns 

in the home. If the system detects an 

unusual increase in water usage, it can alert 

the homeowner to a potential leak. Some 

systems can even learn the normal water 

usage patterns in the home and alert the 

homeowner to any deviations. 

3. Smart Valves: Smart valves can be 

installed on the main water line in the 

home and can be controlled using a 

smartphone app. These valves can be set to 
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automatically shut off the water supply 

when a leak is detected, preventing further 

damage. 

4. Water Pressure Monitoring: High water 

pressure can cause pipes to leak or burst. 

Smart homes can monitor water pressure 

and alert homeowners to high pressure, 

allowing them to take action before a leak 

occurs. 

5. Regular Inspections: Regular inspections 

of pipes, appliances, and plumbing fixtures 

can help detect leaks before they cause 

significant damage. Smart homes can 

schedule regular inspections and alert 

homeowners to any potential issues. 

6. Water Usage Monitoring: Monitoring 

water usage patterns can help detect leaks 

early. Smart homes can track water usage 

and alert homeowners to any unusual 

patterns or spikes in usage that may 

indicate a leak. 

8.1 Smoke detectors: 

Smoke detectors are an important safety feature 

in any home, and smart homes offer a range of 

benefits when it comes to smoke detection. 

Here are some ways smoke detectors can be 

integrated into a smart home: 

1. Wireless Connectivity: Smart smoke 

detectors can be connected wirelessly to a 

home automation system, allowing them to 

communicate with other devices in the 

home. For example, a smart smoke 

detector can trigger smart lights to turn on 

in the event of a fire, helping occupants to 

see and navigate the space. 

2. Mobile Alerts: Smart smoke detectors can 

send alerts to mobile devices when smoke 

is detected, even when the homeowner is 

away from home. This allows for a quick 

response and potentially prevents 

significant damage. 

3. Integration with Security Systems: 

Smart smoke detectors can be integrated 

with security systems, which can notify 

emergency services in the event of a fire. 

This can speed up response times and help 

prevent damage to the home and its 

occupants. 

4. Voice Activation: Some smart smoke 

detectors can be activated by voice 

commands, allowing occupants to easily 

test the system or silence false alarms. 

5. Multiple Sensors: Smart smoke detectors 

can incorporate multiple sensors, such as 

heat sensors and carbon monoxide sensors, 

to provide more comprehensive 

monitoring of the home environment. 

6. Battery Monitoring: Smart smoke 

detectors can monitor battery levels and 

send alerts when batteries need to be 

replaced. This ensures that the system 

remains functional and ready to detect 

smoke at all times. 

 

Figure: Advanced smart home 

implementations chart. 

8.2 Incident management to control 

home appliances : 

Incident management is an important aspect of 

smart homes, as it allows homeowners to 

control their appliances and devices in the event 

of an incident. Here are some ways incident 

management can be used to control home 

appliances in smart homes: 

Safety and Security: In the event of a security 

breach or safety threat, incident management 

can be used to automatically lock doors, turn off 

lights, and shut down appliances. This can help 

protect the home and its occupants from harm. 

Emergency Response: Incident management 

can be used to trigger emergency response 

systems in the event of a fire, flood, or other 

emergency. This can help prevent significant 

damage to the home and its contents. 

Energy Management: Incident management 

can be used to manage energy usage in the 

home. For example, if a homeowner forgets to 

turn off the lights or appliances when leaving 
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the home, incident management can 

automatically shut them down to conserve 

energy. 

Remote Control: Incident management can be 

used to remotely control appliances and devices 

in the home. For example, if a homeowner 

forgets to turn off the oven, they can use their 

smartphone to turn it off from anywhere. 

Customization: Incident management can be 

customized to meet the specific needs of the 

homeowner. For example, if a homeowner 

wants to turn off all of the lights in the home 

when they go to bed, incident management can 

be set up to automatically do so. 

9. Conclusions and summary: 

Our research paper focused on the study of 

smart homes using IoT devices and systems. 

We discussed various aspects of smart homes, 

including their benefits, challenges, and 

implementation considerations. We also 

explored some practical applications of smart 

home technology, including water leak 

detection and prevention, smoke detectors, and 

incident management. 

Overall, our research highlights the potential of 

smart homes to improve quality of life, increase 

energy efficiency, and enhance safety and 

security. Smart home technology can also be 

customized to meet the specific needs of 

homeowners and can be integrated with other 

devices and systems to provide even greater 

functionality. 

However, our research also identifies some 

challenges associated with smart homes, such 

as the need for robust security measures to 

protect against cyber attacks and the potential 

for technological malfunctions. Additionally, 

the cost of implementing smart home 

technology can be a barrier for some 

homeowners. 

In conclusion, our research suggests that smart 

homes have great potential to improve the lives 

of homeowners, but also require careful 

consideration and planning to ensure their 

successful implementation. As technology 

continues to evolve and become more 

affordable, smart homes are likely to become 

even more prevalent in the future, making it 

important for homeowners to stay informed and 

up-to-date on the latest developments in this 

field. 
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Abstract: In past few years, due to increasing population and urbanization, several environmental, social 

and economic glitches are increasing which affect the living conditions to a very great extent. The perception 

of “Smart City” brings prospects to solve these urbanization problems. The concept of Smart Cities is 

administered by both Information and Communication Technology. The main aim of Smart City is to make 

the best use of public resources to improve the quality of services provided to the citizens.  Blockchain is a 

sharing economy technology that reforms the smart cities environment which has protected records, public 

consent, and security. Blockchain technology is helpful to improve smart city services and promote the 

development of smart cities. There are several application fields of Block chain technology in the smartization 

of cities: (a) healthcare, (b) Mobility, (c) Energy, (d) administration and services, (e) factory, (f) home and (g) 

education. The purpose of this paper is to study various applications and contributions of blockchain 

technology for securing Smart City Infrastructure. 

Keywords: Blockchain ,Smart city , Sustainable environment, ICT. 

 

Introduction – Due to increased 

urbanization, cities are facing tremendous 

pressure from difficulties related 

environmental, economic, and social 

challenges these issues have far-reaching 

consequences for human civilization.[8] 

The standard of living is raised in variety of 

areas for the benefit of urbanization which 

includes transportation, education, health, 

the economy, working conditions, and 

lifestyle . 

A solution for many of the current 

challenges associated with the rapid growth 

of cities is “Smart City”. Smart Cities 

represent a comprehensive concept that 

focuses on the deployment of information 

and communication technologies that 

include many aspects of living in a high-

density urban area. A smart city is an 

integration of multiple systems, comprised 

of an assembly of task oriented 

technologies that aim to evolve and grow 

with the city and climate needs, while 

providing services to citizens and resolving 

urban challenges through analytical and 

intersystem data-driven means, with 

negligible human interference.  

Privacy, interdependence, efficiency, and 

transparency are the primary characteristics 

of Block chain that can be applied to the 

technology, development, and management 

of a smart city infrastructure. [5] 

Smart city uses advanced technologies and 

intelligent networks to establish the critical 

enablers for efficient functioning of the 

city. Smart city ecosystem includes two 

acute components viz. broad infrastructure 

comprising of Mass Transit, Emergency 

services etc. and government e-services 

like health services and approvals. In 

apprehension of Smart City. Wireless 

network along with self -organizing 

network are critical. High-speed, real-time 

security protocols provide essential 

security services in endorsement, secrecy, 

reliability and availability. These constitute 

a crucial component in smart city 

ecosystem.  

A Smart City is expected to have a clean 

and neat environment with good sanitation 

system. It must also include sufficient 

parking areas at several places for parking 

and cycling tracks, and much more. 

Consequently, people living in the Smart 

City are intelligent and have good health. 

Productions, transportations, households; 

all are fabricated in an ultimate way at 

proper locations with suitable structures. It 

includes the effect on the citizens 

concerning the health and safety, disaster 

management, pollution control etc. Smart 

City provides the environment where 

people are facilitated anytime and 

anywhere for anything; to provide security 

and safety from theft, stealing, attacks and 
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other crimes as well as from external 

environments, such as pollution.  

Smart city applications collect a wide range 

of complex personal data and also control 

the cyber-physical infrastructure of the city 

related to several areas such as energy and 

transport. In case of sensitive private data, 

huge number of connected devices along 

with the lack of cryptographic features 

enforces security threats (Abosaq, 2019; 

Zhang et al., 2017) on infrastructure, and 

liabilities. [10].  

Due to the ever increasing population in 

urban areas there is a need for advanced 

management attitudes which may use 

Information Technology platforms and 

techniques for converting the city to Smart 

City. Following figure represents various 

dimensions of Smart Cities through wired 

and wireless networks. 

 

 

 

 
Fig. 1. Dimensions of Smart Cities through wired and wireless networks. 

 

Literature review 
One of the purposes of this paper is to 

illustrate the growing applications of 

Blockchain technology in sustainable 

infrastructure. This can be  accomplished 

by proposing a possible smart city design 

that incorporates Blockchain technology 

into urban infrastructure such as healthcare, 

cryptocurrency, supply chain, banking, 

web services, cellular network, reputation, 

and electricity.  

In today`s era blockchain technology is 

blooming as an extremely secure 

technology for a public network. Whereas 

in case of Smart City private blockchain is 

introduced.Due to such exclusive 

technological features, blockchain 

technology is dignified for Smart City 

Services.  

Figure 2 illustrates the implementation of 

the same.[1] 

Literature review highlighting the usage of 

Blockchain technology in numerous 

industries and uses of those techniques to 

improve sustainability.[1] 
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Fig 2. Applications of Blockchain in 

infrastructure. 

This section presents a framework for a 

smart city employing Blockchain 

technology in multiple infrastructure 

disciplines. 

Applications of BlockChain 

1. Smart Healthcare  

2. Smart Logistics and Supply Chains 

3. Smart Mobility   

4. Smart Energy   

5. Smart Administration and Services   

6. Smart E-Voting   

7. Smart Factory   

8. Smart Home   

9. Smart Education   

1] Smart Healthcare 
During past few years there has been a 

considerable increase in the amount of data 

of patients in healthcare sector. This data is 

being transmitted between insurance 

companies and healthcare providers . This 

has led to the emergence of data-driven 

healthcare models. Consequently for 

healthcare services are operating with and 

producing enormous amounts of private 

information that require a high level of 

security and access control [2]. Blockchain 

technology provides several benefits 

pertaining to smart healthcare.  

2] Smart Logistics and Supply Chains 
One of the most widespread topics of 

smart-city planners is City logisitics. This 

is due to heavy traffic and several other 

distribution inefficiencies. The deployment 

of information technology (IT) has given 

rise to the development of multidisciplinary 

solutions in logistics and supply-chain 

activities. Over time, the scope of functions 

of logistics and supply-chains has evolved, 

encompassing multiple activities and areas 

of intricate value chains [7]. It should be 

noted that smart logistics is also heavily 

entangled with smart factories, which 

emphasizes the manufacturing aspect. 

3] Smart Mobility 

Mobility is one of the critical topics to face 

in metropolitan large areas. It involves both 

economic and environmental aspects, and 

needs both high technologies and virtuous 

people behaviours. Smart Mobility is 

largely permeated by ICT, used in both 

backward and forward applications, to 

support the optimization of traffic fluxes, 

but also to collect citizens’ opinions about 

liveability in cities or quality of local public 

transport services.[4] A successful, smarter 

mobility system in city uses all the 

parameters composing the smart city. The 

parameters include digital city, green city, 

knowledge city which can be described as 

follows: 

• Digital city, because the traffic system 

could use ICT and software applications for 

a lot of different aims, such as optimizing 

traffic fluxes, support effective public 

transport routes, collect citizens’ opinions 

and suggestion about urban mobility, and 

so on. 

 • Green city, because the environmental 

impact of transport in city is one of the main 

causes of city pollution. 

 • Knowledge city because the smartness of 

transport depends also on the sharing of 

civic values and on the citizens’ smart 

behaviours. 

4] Smart energy 

One of the most important aspects of a 

smart sustainable city is its energy 

generation and energy infrastructure. 

The primary goal of smart energy is to 

maximize the efficient use of clean, low-

cost energy. Through the facilitation of 

peer-to-peer energy generation and 

consumption, blockchain has the potential 

to make the energy business more robust. 

The usage of blockchain in the city 

ecosystem can help maximize energy 
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efficiency and enhance energy resource 

management. The use of blockchain for the 

regulation of energy transformation and 

distribution can provide greater 

transparency to energy transactions. 

Blockchain may be used in the energy 

network to create a robust communication 

backbone, simplifying and securing peer-

to-peer energy trade transactions. Data 

created by energy management systems 

may be stored using blockchain 

technology.[4] 

5] Smart E-Voting 

Electronic voting (sometimes known as e-

voting) is a voting system that involves 

keeping track of and precisely tallying the 

votes cast by users. A secure electronic 

voting system must prevent duplicate votes 

and be entirely visible while safeguarding 

voters' privacy. The shortcomings of the 

traditional voting system include the lack of 

vote dependability. There is no guarantee 

that the votes individuals cast are not 

tampered with before they are entered into 

the system. The voter and the system have 

no communication. We propose that 

blockchain technology be employed as a 

voting medium to alleviate all these 

difficulties. The benefits of employing the 

e-voting technology include reduced 

election expenses such as material, 

logistical, and salary costs. Politicians and 

management would have better access to 

the public's viewpoint. If a voter is unable 

to vote in person, he can vote remotely. As 

a result, it improves total attendance. E-

voting can be extremely beneficial because 

it allows anyone to simply access the 

election, cast their votes, and announce 

their preference. People can share private 

hyperlinks to any produced poll with 

anybody who knows the link, and anyone 

who knows the link can vote, but only one 

browser can vote. In terms of voter 

verification, duplicate votes, and 

nonrepudiation of votes, the security here is 

pretty poor. E-voting is being explored in 

depth, and various systems have been tried 

and even deployed for a period of time. 

However, only a few implementations are 

sufficiently trustworthy and continue to be 

used. 

7] Smart Factory 

The “smart factory” philosophy revolves 

around the introduction of hyper-efficient 

manufacturing, suitable for highly dynamic 

environments and turbulent market 

conditions. A smart factory is a collection 

of sensors and autonomous systems that are 

capable of self-optimizing and making 

autonomous decisions in order to produce 

more personalized and intelligent products 

.The challenges in the implementation of 

smart factories are numerous.[4] For 

instance, several factories are still 

experiencing abrupt breakdowns, process 

disruptions, and scheduled and 

unscheduled maintenance. Operating in 

smart factories can also exacerbate the risks 

posed by cyber-attacks, industrial 

espionage, and unreliable manufacturing 

data. 

8] Smart Home 

Smart Home services require the 

collection of real-life data and advanced 

management. This real-life data is private 

as it is collected from home area. The 

innovative applications of such private data 

may lead to revealing dweller’s privacy. 

There are several types of Cellular Internet 

of Things which can be a part of Smart 

Home. For example Intelligent Freezers, 

Smart Fans, Air Conditioners, Washing 

Machines etc. Conventionally, In case of 

Smart cities such smart home services hang 

on other services which are cumulatively 

organized through cloud-based services.[4]   

9] Smart Education 

The development of smart cities is 

therefore closely linked to the need for 

education. Specifically, the quality and 

feasibility of smart cities hinge on 

education and the quality of schools in 

regards to local development and the 

integration between educational 

institutions and smart cities. While ICT has 

widely permeated education, the 

digitalization of educational records has 

increased the pressure to ensure the security 

and privacy of their online storage. The 

field of education has witnessed significant 

challenges in terms of the need for securing 

personal data that are enriched with 

significant details such as citizenship, 

migration, financial, and social information 

gathered by educational establishments. 
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Concerns over the use of student 

information have risen as the collection of 

learning analytics and big data has become 

more common in higher education.[5] 

Conclusion:- 

In this paper, we have presented a 

comprehensive review of Blockchain 

applications in smart sustainable city 

infrastructure. This paper throws light on 

the role of block chain technology in 

development of Smart City. Due to the 

concept of Smart City’s critical parameters 

there is a need to construct an urban 

environment which is liveable. 
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Abstract: Python is an object oriented, scripted and interpreted language for both learning and real world programming. 

Python is a powerful high-level language created by Guido van Rossum. In this paper, we will provide an introduction to 

the main Python software tools used for Data science. Briefly, this paper will first introduce Python as a language, and give 

introduction about Data science, and then describe packages that are popular in the Data science and Machine learning 

communities, such as NumPy, SciPy, Tensor Flow, Keras, Matplotlib, etc. We will use different code examples throughout. 

To aid the learning experience, execute following examples contained in this paper interactively using Jupiter notebooks. 

Keywords: Python, Data Science, libraries in python for data science 

 

Introduction  

1.1 Introduction to python 

Python is a general-purpose, high-level 

programming language which became popular in 

the recent times .It allows programmer to write 

the code in fewer lines that is not possible with 

other languages. The important feature in Python 

programming is it supports multiple 

programming paradigms. Python provides a large 

set of comprehensive standard library which is 

extensible. The main features of Python are 

Simple and easy to learn, Freeware and open 

source, High level , Simple and easy to learn, 

Freeware and open source, High level 

programming language, Platform independent, 

Portability, Dynamically typed, Both procedure 

oriented and Object oriented, Interpreted, 

Extensible, Embedded, Extensive Library. 

1.2 FEATURES OF PYTHON  

Simple: It is a very high-level language that has 

too many sources for learning. Python supports a 

wide variety of third-party tools which make it 

much easier to use and motivate the consumers to 

continue with. Python has a very simple and 

elegant having syntax. It's much simpler to read 

and write Python programs compared to other 

languages like C#, Java, C. Python makes coding 

fun and allows us to focus on the solution rather 

than syntax. If you are a novice coder, it's a great 

choice to start your journey with Python.  

Portable: Python apps can be used on different 

operating systems such as Windows 10, Linux, 

UNIX, iOS, Mac OS, etc. You can move Python 

apps from one platform to another, and run it 

without any changes. It runs flexibly on almost all 

platforms including Windows, Mac OS X, iOS, 

and Linux.  

Open source: Even though all rights of this 

programming language are reserved for the 

Python organization, but as it is open source and 

there is no limitation in using, changing, and 

distributing. You can freely use and distribute 

Python, be it for personal or commercial use. Not 

only can you use and distribute software that is 

written in it, but you can also even make changes 

to the Python's own source code. Python has a 

large community constantly which is improving 

it in each iteration. 

1.3 Introduction to Data Science 

Data science is a multidisciplinary area that uses 

scientific methods, procedures, tools and systems 

to extract knowledge and get insights into 

structured and unstructured data. Data science is 

related to data analytics, data mining and big data.  



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 511 

 
 

 

It understands the phenomenon of the data. It 

employs techniques and theories drawn from 

many fields within the context of mathematics, 

statistics, computer science, and information. 

Statistics is one of the most important disciplines 

to provide tools and methods to find structure in 

and to give deeper insight into data, and the most 

important discipline to analyse and quantify

2.  Objectives of Study 

1. To conceptualize the features of Python  

2. To investigate python modules for Data 

Science like Numpy which is used for 

matrix and vector manipulation, Scipy, 

the 2D plotting library Matplotlib etc. 

3. To focus on python modules for Machine 

learning like Tensor flow 

3. Libraries in python for data science 

Python is one of the most popular languages used 

by data scientists and software developers alike 

for data science tasks. It can be used to predict 

outcomes, automate tasks, streamline processes, 

and offer business intelligence insights. It’s 

possible to work with data in vanilla Python, but 

there are quite a few open-source libraries that 

make Python data tasks much, much easier. 

You’ve certainly heard of some of these, but is 

there a helpful library you might be missing? 

Here’s a line-up of the most important libraries 

for data science tasks available in the Python 

ecosystem covering areas such as data 

processing, modeling, and visualization. 

Data Mining 

1. Scrapy 

One of the most popular Python data science 

libraries, Scrapy helps to build crawling programs 

(spider bots) that can retrieve structured data from 

the web – for example, URLs or contact info. It’s 

a great tool for scraping data used in, for example, 

Python machine learning models. Developers use 

it for gathering data from APIs. This full-fledged 

framework follows the Don’t Repeat Yourself 

principle in the design of its interface. As a result, 

the tool inspires users to write universal code that 

can be reused for building and scaling large 

crawlers. 

2. BeautifulSoup 

BeautifulSoup is another really popular library 

for web crawling and data scraping. If you want 

to collect data that’s available on some website 

but not via a proper CSV or API, BeautifulSoup 

can help you scrape it and arrange it into the 

format you need 

Data Processing and Modeling 

3. NumPy 

NumPy (Numerical Python) is a perfect tool for 

scientific computing and performing basic and 

advanced array operations.The library offers 

many handy features performing operations on n-

arrays and matrices in Python. It helps to process 

arrays that store values of the same data type and 

makes performing math operations on arrays (and 

their vectorization) easier. 

 

4. SciPy 

This useful library includes modules for linear 

algebra, integration, optimization, and statistics. 

Its main functionality was built upon NumPy, so 

its arrays make use of this library. SciPy works 

great for all kinds of scientific programming 

projects (science, mathematics, and engineering). 

It offers efficient numerical routines such as 

numerical optimization, integration, and others in 

submodules. The extensive documentation makes 

working with this library really easy. 

5. Pandas 
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Pandas is a library created to help developers 

work with “labelled” and “relational” data 

intuitively. It’s based on two main data structures: 

“Series” (one-dimensional, like a list of items) 

and “Data Frames” (two-dimensional, like a table 

with multiple columns). Pandas allows 

converting data structures to DataFrame objects, 

handling missing data, and adding/deleting 

columns from DataFrame, imputing missing 

files, and plotting data with histogram or plot box 

.It’s a must-have for data wrangling, 

manipulation, and visualization.

 

6. Keras 

Keras is a great library for building neural 

networks and modeling. It’s very straightforward 

to use and provides developers with a good 

degree of extensibility. The library takes 

advantage of other packages, (Theano or 

TensorFlow) as its back ends. Moreover, 

Microsoft integrated CNTK (Microsoft Cognitive 

Toolkit) to serve as another backend. It’s a great 

pick if you want to experiment quickly using 

compact systems – the minimalist approach to 

design really pays off! 

7. SciKit-Learn 

This is an industry-standard for data science 

projects based in Python. Scikits is a group of 

packages in the SciPy Stack that were created for 

specific functionalities – for example, image 

processing .Scikit-learn uses the math operations 

of SciPy to expose a concise interface to the most 

common machine learning algorithms. Data 

scientists use it for handling standard machine 

learning and data mining tasks such as clustering, 

regression, model selection, dimensionality 

reduction, and classification. Another advantage? 

It comes with quality documentation and offers 

high performance 

8. PyTorch 

PyTorch is a framework that is perfect for data 

scientists who want to perform deep learning 

tasks easily.The tool allows performing tensor 

computations with GPU acceleration. It’s also 

used for other tasks – for example, for creating 

dynamic computational graphs and calculating 

gradients automatically. PyTorch is based on 

Torch, which is an open-source deep learning 

library implemented in C, with a wrapper in Lua. 

9. TensorFlow 

TensorFlow is a popular Python framework for 

machine learning and deep learning which was 

developed at Google Brain. It’s the best tool for 

tasks like object identification, speech 

recognition, and many others. It helps inworking 

with artificial neural networks that need to handle 

multiple data sets. The library includes various 

layer-helpers (tflearn, tf-slim, skflow), which 

make it even more functional. TensorFlow is 

constantly expanded with its new releases – 

including fixes in potential security 

vulnerabilities or improvements in the integration 

of TensorFlow and GPU.Use this library to 

implement machine learning algorithms under the 

Gradient Boosting framework.

 

10. XGBoost 

XGBoost is portable, flexible, and efficient. It 

offers parallel tree boosting that helps teams to 

resolve many data science problems. Another 

advantage is that developers can run the same 

code on major distributed environments such as 

Hadoop, SGE, and MPI. 

Data Visualization 

11. Matplotlib 
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This is a standard data science library that helps 

to generate data visualizations such as two-

dimensional diagrams and graphs (histograms, 

scatterplots, and non-Cartesian coordinate’s 

graphs). 

 

Matplotlib is one of those plotting libraries that 

are really useful in data science projects.Libraries 

work seamlessly with Matplotlib plotting.  
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Conclusion 

In this paper we have presented usage of python 

as a tool in various research areas like Data 

Science and Machine learning .Along with 

Python language, there are many other languages 

are used for Data science, Machine learning and 

for developing iot devices like Java, C++ etc. But 

right now most of the developers use python 

scripting language than Java, C++. Because of its 

easy syntax, secure coding, and its simplicity. 

When it comes to robust and performance, 

developers choose Python, iot when integrated 

with AI, will help developers to work with Python 

further. With respect to the future work there is 

still huge space for this language to serve other 

upcoming research areas because of its features 

like simplicity,extensive library,inbuilt and 

extensible modules.In future we will propose 

python as a powerful tool which isused by many 

research communities. Data scientists and 

software engineers involved in data science 

projects that use Python will use many of these 

tools, as they are essential for building high-

performing ML models in Python. 
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Abstract: Recently, car automation has earned popularity in providing luxury and safety to the passengers. All 

segments of cars are equipped with some automation facility to make the journey comfortable. Apart from safety and 

luxury, security of the vehicle is a matter of concern amongst the users. Cars driven by key as well keyless are vulnerable 

to theft. Microcontroller and mobile application based technology are used by researchers to find a customized solution 

for securing the vehicle from such theft. In present work, a simple solution of anti-theft system is provided using 

microcontroller based circuit capable of securing the car from the theft.  The main feature of this solution is that, the 

anti-theft system utilizes minimum number of electronic components without significant change in the operation of the 

existing cars. 

Keywords:  car automation, security system, microcontroller, EEPROM 

I. INTRODUCTION 

Recently, car automation using Internet of Things (IoT) 
is a growing trend in the field of research. IoT using 
platforms such as Arduino and/or Raspberry Pi is a 
well-established method that provides ease of 
operation, implementation and intercommunication for 
numerous application. Many researchers have 
customarily developed systems for the safety and 
security of the car. Most of the reported work is focused 
on the design of systems based on internet and mobile. 
Any security or safety issues or alerts are 
communicated to the user in real time in order to avert 
any untoward incidences, mishap or theft.  

Keyless car systems use a short range radio frequency 
transmitted through the remote key fob and picked up 
by a receiver of a car and the car’s electronic system 
recognizes the sent signal. Car automation system uses 
this radio frequency code, unique to the individual cars 
for either unlocking or start a car. Both of the 
operations are not yet incorporated or seen in any 
keyless car operation. This type of wireless 
transmission is vulnerable, compromising the security 
of the vehicle and the thieves can make use of this 
wireless signal to unlock or start the vehicle.   

     The function of keyless car is like a virtual key, 
performing its operation without actually coming in 
contact with the car. This keyless system provides ease 
of operation the security at the most of cars. According 
to a survey report, every year, around hundred 
thousands cars are being stolen in India attributed to 
the keyless car theft. The general protection tips are 
given to safeguard the key from transmitting the radio 
signals. 

The other security systems in car automation, 
developed by the researchers are based on mobile 

applications, GSM based solutions, GPS tracking 
system, RFIDs, face recognition and fingerprints.  The 
car ignition is secured by password and if the person 
fails to enter the correct password [1][2][3], the GSM 
alerts the car owner about the ongoing theft in real time 
[1][2][3][4]. The GPS tracks the whereabouts of the 
vehicle and provides the information on the user’s 
mobile and to the police station [3]. Face recognition is 
used to authenticate the person to drive the vehicle 
[5][6][7][8] whereas fingerprint based access restricts 
the access of vehicle to others [9] [10] [11]. With 
recent advancement, the car is controlled and 
monitored using mobile application [12].   

     The latest car models have internet based 
automation that accepts voice commands, makes use of 
mobile application and provides internet to the user. 
IoT based security system can easily be implemented 
as such cars have a sensor network to monitors the 
activities [13] [14] [15]. Although these systems are 
customized yet they have limitation of access. The 
typical security systems implemented are developed in 
order to generate alerts of security breach to the mobile 
application of the user, neighbor or nearest police 
station. The security system also shares the location of 
the car. The access limitation does not allow users like 
drivers or other family members to use the vehicle 
without the control of the owner of the vehicle. 

     In the present work, we have provided a solution for 
the security of keyless car operation. The remote key 
fob plays an important role in this work that will not let 
anyone to start the car engine without proper mode of 
action required to start the car. 
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II. CIRCUIT DESCRIPTION OF THE 

SYSTEM  

The designed system consists of a remote key fob, a 
base station and a circuit breaker system as shown in 
the block diagram (Figure 1). 

 

Fig 1:  Block Diagram of the electronic key 
security system 

Remote Key Fob: 

Remote key fob is the electronic key mechanism of the 
car. It is a 5 pin port and a microcontroller with 
EEPROM (Figure 2). In present work an ATTiny85 8-
bit 8-pin automotive grade microcontroller is used that 
has 8KB of flash memory and 512B EEPROM. The 
unique code of the vehicle is stored in the EEPROM. 
The key mechanism communicates with the vehicle via 
the four port pins where two pins are power supply pins 
required to provide supply to the memory unit, 
remaining two pins are used as I2C bus and the fifth 
pin is used to generate interrupt for base station 
microcontroller upon establishing the connection of 
key with the base station. The central controller reads 
the unique code of the vehicle through this I2C bus 
when the key is placed on the cradle. 

 

 

 

 

 

 

Fig 2: Circuit Diagram of electronic key 
mechanism 

Base Station: 

Base station is the communication channel installed 
inside the vehicle having a microcontroller with internal 
EEPROM (ATTiny84), an I/O port (cradle), a 
multicolour LED and a power supply (Figure 3). The 
AVR microcontroller ATtiny84 is the main controller 
of the entire system. ATTiny84 is a 14-pin 
microcontroller having 512B EEPROM and 8KB flash 
memory, detects the presence of the key as the key is 
placed on the cradle and the unique code is read by the 
microcontroller for authorization. A copy of the unique 
code is stored in the EEPROM of the microcontroller of 
the base station. The LED is used to indicate the 
authorization. An interrupt is received by the 

microcontroller to perform two tasks; 1) waking up the 
controller from sleep mode and 2) detect the 
presence/absence of key on the cradle. 

 

Fig. 3: Base Station unit 

Circuit Breaker: 

Circuit breaker is an electronic unit having a Normally 
Open relay controlled by AVR ATtiny84 of the base 
station (Figure 4). The other part of the circuit breaker 
is a MOSFET as switch mechanism that is used to 
detect the presence/absence of the key on the cradle 
(Figure 5) based on which the relay is closed or opened. 
This mechanism prevents the thief from shorting the 
relay pins in order to start the vehicle. Other output pin 
of the microcontroller is connected to the horn 
mechanism of the vehicle (Figure 6).                               

 

Fig. 4: Circuit Diagram of Circuit Breaker Relay 

 

Fig 5: Circuit Breaker Interrupt Generator 

 

Fig 6: Microcontroller interface with the car horn 
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III.  WORKING OF CAR SECURITY 

SYSTEM 

After unlocking the vehicle, the remote key fob is to be 
placed on the cradle of the base station. The system 
detects the presence of the key by generating an 
interrupt to wake up the microcontroller of the base 
station. Upon waking up, base station sends a request to 
the microcontroller of the key on I2C bus for the unique 
code. After receiving this request, the microcontroller 
of the key reads the code from its EEPROM and 
transmits it on the I2C bus. Microcontroller of the base 
station matches the code with the code stored in its 
EEPROM. On successful matching, the relay is closed 
to complete the circuit of the ignition button (Figure 3), 
also, the LED turns green. This enables the user to start 
the vehicle by pushing the button. If the key code does 
not match and the user removes the key and put it back 
and repeat the process for three times, then the 
microcontroller signals the horn of the car (Figure 5). 
The horn keeps on honking till its original key is not 
placed on the cradle. When the key is removed from the 
cradle, one more interrupt is sent to the microcontroller 
of the base station and then the microcontroller opens 
the closed relay and turns on green light to blue. The 
flowchart of the working of the system is shown in the 
figure 7. 

 

Fig. 7: Flowchart of the working of the anti-theft 
system 

IV. OPERATION OF THE SYSTEM  

Figure 8 shows the operation of the anti-theft security 
system. The I2C bus of the microcontroller of the base 
station and the remote key fob microcontroller is 
configured in master mode.  The microcontroller of the 
base station is also configured to wake up on interrupt 
with a change of state on the interrupt pin. Initially, the 
microcontroller of the base station is in sleep mode with 
interrupt pin at logic 1. This is done in order to save the 
power consumption and continuous reading operation 
by the base station microcontroller. This logic 1 is the 
output of the N-MOSFET. The N-MOSFET is 
configured as a switch. By default the Gate of N-
MOSFET is pulled-down to 0V. When the Gate is at 

logic zero, there is no flow of current from the Drain to 
the Source, hence, the output of the N-MOSFET will be 
at VDD, that is, at logic 1. The multicolour LED emits 
blue colour in sleep mode. When the key is placed on 
the cradle, the microcontroller of the key receives 
power from the port pins. The Vcc pin is connected to 
the Vin pin through another port pin, which gets 
connected to the Gate of the N-MOSFET. The Gate 
receives voltage and turns on the N-MOSFET. The 
current flows from the Drain to the Source and the 
output of the N-MOSFET becomes zero. The 
microcontroller of the base station receives this change 
in state from 1 to 0 as an interrupt and comes out of the 
sleep mode. After performing the required action, the 
microcontroller of the base station again enters into the 
sleep mode.  

In another situation, when the key is removed from the 
cradle, the Gate of the N-MOSFET gets disconnected 
from Vin pin of the key mechanism and settles back to 
zero. This in turn, stops the current flow in the N-
MOSFET and the output becomes one again.  

The present designed system in our laboratory is very 
easy to use and simple to implement. This system is an 
enhanced version of the keyless car operation.  There is 
no learning curve to use the system as the system itself 
is a part and parcel of the car. No significant change is 
registered in the use of the car.  

The system of the present work makes use of very few 
components and yet capable of providing security to the 
car. Instead of keeping the key in the pocket or 
elsewhere, the user is bound to keep the key on the 
cradle. This is the only requirement of the system by the 
user. 
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Fig. 8: Flowchart of the technical operation of the 
Anti-theft System 

V.  CONCLUSION 

Automation in automotive plays an important role in 

terms of security, comfort, information, tracking and 

communication of a vehicle in order to keep it safe from 

theft and accidents. The electronic anti-theft system 

does not require to make any significant changes into 

the car system and hence retains the operation as it is. 

Using this system, the vehicle cannot be stolen even by 

shorting the wires of START/STOP button. Since the 

system has eliminated the wireless communication 

mode of starting the engine of the vehicle, the thief 

cannot use any signal boosting mechanism to start the 

vehicle without key. Thus, the present work provides a 

one-step higher and yet simple solution for the security 

of the vehicle. 
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Abstract: The term "medical imaging" refers to a variety of technologies used to see the human body in order to detect, 

track, or treat medical disorders. These images are widely used these days for detecting diseases or disorders using machine 

learning and deep learning algorithms. The basic and most important step for the application of these algorithms is pre-

processing. Pre-processing is an essential and first stage in any experiment based on machine learning. Either the image 

quality is improved, or undesirable areas of the image are removed. There are various types of pre-processing techniques. 

This study deals with some of the most important types of pre-processing method and why it is used. The medical dataset 

contains lots of radiopaque artifacts and other noises, so it is necessary to remove these before further processing. This 

study focuses on some popular medical imaging datasets. 

Keywords: Medical imaging, pre-processing, grey scaling. 

Introduction 

Preprocessing of medical images refers to a series 

of steps that are performed on medical images 

prior to their analysis and interpretation. Image 

preprocessing is an essential step in image 

analysis and computer vision applications. It 

involves a series of techniques and algorithms 

that are applied to an image to enhance its quality, 

extract useful information, and prepare it for 

further analysis. This process also involves 

removing any irrelevant information, noise 

reduction, image enhancement, and correction of 

artifacts that may arise during the image 

acquisition process. The aim of preprocessing is 

to improve the quality of the medical image, 

making it easier to identify and interpret 

anatomical structures, abnormalities or 

pathologies, and to improve the accuracy of any 

subsequent analysis (Rangayyan, 2014). 

Preprocessing methods can include image 

normalization, filtering, registration, 

segmentation, and feature extraction, among 

others, which are performed using specialized 

software tools designed for medical imaging 

(Razmjooy et al, 2018). Overall, preprocessing 

plays a crucial role in optimizing the accuracy 

and reliability of medical image analysis, 

diagnosis, and treatment planning. 

Methodology 

There are various methods of image 

preprocessing, the choice of type of 

preprocessing depends upon the dataset and also 

on the type of analysis. Below are some 

commonly used methodologies of image 

preprocessing: 

Image Resizing: This method is used to resize the 

image to a standard size. It helps to reduce the 

size of the image, remove unwanted pixels and 

enhance the quality of the image. This technique 

is also useful for normalization of image sizes. 

Image Cropping: This technique involves 

removing unwanted regions of an image. It helps 

in removing unnecessary noise and irrelevant 

regions that can affect the accuracy of image 

analysis. 

Image Denoising: Image denoising techniques 

are used to remove noise from an image. This 

noise can come from the sensor, transmission, or 

other sources. Some popular denoising 

techniques include Median filter, Gaussian filter, 

Wiener filter, and Bilateral filter. 

Image Segmentation: This technique is used to 

partition an image into different regions. It helps 

in identifying objects of interest and separating 

them from the background. Popular segmentation 

techniques include thresholding, edge detection, 

and watershed segmentation. 

Image Enhancement: Image enhancement 

techniques are used to improve the quality of an 

image. These techniques are used to increase 

contrast, sharpen edges, and highlight features of 
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interest. Popular enhancement techniques include 

Histogram Equalization, Contrast stretching, and 

Gamma Correction. 

Image Normalization: Image normalization 

techniques are used to standardize the image data. 

This technique helps in removing variations in 

illumination, color, and contrast that can affect 

the accuracy of image analysis. 

Image Transformation: Image transformation 

techniques are used to change the spatial domain 

of an image. These techniques include rotation, 

translation, and scaling. They are useful for 

aligning images, changing their orientation, and 

correcting distortions. 

Image Registration: Image registration 

techniques are used to align two or more images. 

This technique is useful for overlaying images 

and comparing them for analysis. 

Image Filtering: Image filtering techniques are 

used to extract specific features from an image. 

This technique includes edge detection, feature 

detection, and texture analysis. 

Overall, image preprocessing involves a wide 

range of techniques and algorithms that can be 

used to prepare an image for analysis. The choice 

of a specific technique depends on the nature of 

the image, the application, and the desired output. 

In mammogram, MRI, CT scan, ultrasound and 

other medical images, there are some artifacts 

that needs to be removed before further 

processing. Some of these are discussed in the 

table below.  

Table 2. Preprocessing methods with advantages and disadvantages 

S.No. 
Preprocessing 
Techniques 

Author Advantages Disadvantages 

1.  Gabor Filter 
Vibha S. Vyas and PritiRege, 
(2015) 

1) Uniqueness 
2)It is very much specific to a 
period and scale 
3)Fourier analysis is fast using 
FFT   
4)Relevant for quantification of 
stationary signals   

1)FFT requires the size of the image 
to be about the power of 2.   
2)Problem with boundary condition 
(in other words, after the  
segmentation region can be very 
well identified but boundary 
conditions are not defined)  
3) Time domain and frequency 
domain description of a signal are 
inversely related. 

2.  
Adaptive Median 
Filter 

Sumanshrestha(2014) 

1) Used to smooth non repulsive 
noise without any blurring of 
edges.  
2) Retain edge information in 
case of high density impulse 
noises. 

It does not perform well when 
impulse noise is greater than 0.2 

3.  
Morphological 
Operations 

Yoshitaka Kimori (2015) 
Enable detection of lesions of 
various sizes and shapes, 
including complex shapes. 

Morphological operators rely on the 
notion of infimum and supremum 
which in turn requires an 
appropriate ordering of thecolours, 
i.e. vectors in the selected 
vectorspace 

4.  
Mean Filter (or) 
Average filter 

Yoganapriyaet al,(2010) 
Reduce the variance and it is 
easy to carry out. 

1) Averaging operations lead to 
blurring of an image and it affects 
features localization. 
2) Impulse noise is not completely 
removed.  
3)Affects mean value of all pixels in 
neighborhood. 

5.  
Image 
Normalization 

Dr. A. Sri Krishna(2014) 

1) If images are normalized 
before the endorsement, the 
size and location of the 
endorsements would be 
consistent among different 
pages in the data set  
2) If images are printed, using 
normalized images would 
prevent printing problems due 

1)Image normalization can be a time 
consuming process and can add a 
significant amount of time to the e-
Discovery export process in large 
cases  
2) Using poorly designed 
normalization software can result in 
degradation of overall image quality 
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to changes in page size and 
orientation 

6.  
Histogram 
Equalization 

M.Aarthy, P.Sumathy(2013) 
Simple and enhance contrasts of 
an image. 

If there are gray values that are 
physically far apart from each other 
in the image, then this method fails 

7.  
Weighted Median 
Filter 

Karthickmanoj et al.,(2014) 
1) Efficient in removing salt and 
pepper noise 
2) Noise is removed effectively 

Rounding corners and mapping 
texture region to a uniform shade is 
the most important deficiency. 

8.  Weiner Filter Cervinka et al.,(2015) 

1) Minimization of mean square 
error is an efficient task.  
2)Capable to handle both 
degradation function and noise 

A reasonable estimate of 
degradation function is not efficient 

Conclusion 
This study analyses several pre-processing 

techniques. It is commonly known that every 

strategy is effective for a variety of tasks. The 

table discusses the benefits and drawbacks of 

different techniques. The many imaging 

modalities have been improved by preprocessing 

filters like Gabor and Histogram Equalization, 

and it has also been employed in better diagnosis. 

The majority of these algorithms require regular 

monitoring and instruction. Their performance is 

influenced by the training process and data. We 

can see that medical picture segmentation 

algorithms need to satisfy a lot of characteristics. 

They should be the least operator-dependent 

since they perform with accuracy, dependability, 

and robustness.
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Abstract: Big Data is the term for huge amounts of data in a large structure that becomes more varied and complex with 

difficulties in archiving, analysis and visualization for other processes or results. In today's digital age, due to the emergence 

and development of the Internet and modern online applications, huge amounts of data are generated every day from many 

different sources and services at very fast speeds. Due to the huge increase in data volume, it has become important in 

recent years the need to gain regularity from big data, petabytes of data, per create corporate values or make society more 

sophisticated and efficient. Data visualization is a new field in information technology and many technological advantages 

as it makes it easier to graph more complex data. This process is represented by the Human-Computer Interaction field. 

This paper discussed a review of Big Data visualization, various tools and techniques and comparisons of Visualization 

Techniques. 

Keywords: Big Data, Big Data Visualization, Data Visualization Technique (DVT), Human Computer Interaction (HCI)  

1. Introduction: 

Big Data has been one of the recent and future 

research frontiers. In the field of computer 

science, the recent trends and developments in 

areas such as data science, artificial intelligence, 

and machine learning have achieved enormous 

appreciation and have set a benchmark for the 

current development. Big Data has become a vital 

asset for all industries and organizations in 

modern times. It has rapidly developed into a 

hotspot that attracts great attention from 

academia, industry, and even governments 

around the world [1, 2].  Big Data is trending due 

to few of the main reasons such as cloud 

migration initiated by companies, aggregation of 

digital unstructured and machine data, strong 

administration of data security permission, and 

many others [2]. 

“Big Data” originally meant the volume of data 

that could not be processed (efficiently) by 

traditional database methods and tools. Each time 

a new storage medium was invented, the amount 

of data accessible exploded because it could be 

easily accessed. The original definition focused 

on structured data, but most researchers and 

practitioners have come to realize that most of the 

world’s information resides in massive, 

unstructured information, largely in the form of 

text and image. The explosion of data has not 

been accompanied by a corresponding new 

storage medium [3]. 

Data, information and knowledge are being 

created and collected at a rate that is rapidly 

approaching the Exabyte in every year. Big Data 

adoption poses serious challenges [1, 4] are 

mostly due to its complex features. Volume is 

only one aspect of big data; other attributes are 

variety, velocity, value, and complexity. Storage 

and data transport are technology issues, which 

seem to be solvable in the near-term, but 

represent long term challenges that require 

research and new methods or technology. 

Big Data Visualization Process the Visualization 

process consists of the following steps as shown 

in figure 1 

 
Fig 1: Big Data Visualization process  

 

The first step in the visualization process is to 

collect data from various sources. Data collected 

from heterogeneous sources can be 

unstructured/semi-structured and therefore needs 

to be analyzed in a structured format. All data 

may not be required for viewing; the next step is 

to filter out the irrelevant data. Useful patterns are 
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then extracted and presented in graphs and tables 

to reveal hidden information that the user can 

easily interpret Visualization [4] is a research area 

that allows and helps user in better understanding 

and exploration of data or records. Many specific 

institutions, I.T. firms, schools and colleges, 

medical and healthcare load and store a 

tremendous amount of digital data.  

This data may be dirty, noisy, and can get pretty 

hard on the applications for outputting a smooth 

representation to the end users. The term 

‘visualization’ is referred to filter out the 

necessary fields of data, chop them into a 

category, and display it to the end users in the 

form of reports, charts, tree diagrams, or any 

diagrammatical representation which can help 

user to quickly understand the data and derive 

conclusions from the data [1,4].                 

 

2. Literature Survey:  
O. V. Johnson et al. [5], have demonstrated 

visualizing large dataset and how much better 

understating could be established from same. 

Massive data is on the increase today and better 

opportunities lies ahead in visualizing data with 

new techniques and innovation springing daily to 

enhancing decision support processes. From the 

point of view of their work, gradient boosting 

algorithm could work favorably with tree plotting 

packages, if carefully aligned. 

The visualization scheme should gain from 

manual methods where potential to aid designers 

make a conversion from their practice. 

Visualization should have power to present 

multidimensional data and it must be synergistic 

and permitefficacious communication. Using 

color coding and layeringsite analysis data is 

presented on the drawing with the powerof 

controlling the visibility of layers as craved by the 

designers [6]. 

Visualization technique constructs vast and 

complex information understandable. 

Information visualization is an ocular interface 

that allow for insight of information to the 

exploiter. 

The business sector even generally dismiss 

misinterpret, utilized in ineffective data and 

information visualization, which extends to the 

overall less output. To transmit the determination 

of vast or very vast data set that is not easy to 

interpret under custom approaches animated and 

interactive visualization is more advantageous 

[7]. 

 

3. Big Data Visualization 
Data visualization is the presentation of data in a 

pictorial or graphical format [8]. To analyze and 

get better insights from big data, it has to be 

represented in some systematic format. Data 

visualization is important when aggregating large 

amounts of data points for understanding 

relationships in data, discussing problems in real 

time and decide faster what to focused [9].  

 Visualization-Based Data Discovery 

Techniques Open Space for Business owners to 

offer completely different data sources to create 

custom analysis views [10]. 

 

3.1 Data Visualization Tools:  

Various tools have come out to help us solve the 

above problems. The most important property a 

visual needs to have is that it needs to be 

interactive, which means the user needs to be 

able to interact with the visual. The visualization 

should show the correct information when 

hovered over, the zoom in and out panel should 

be present, and the visualization should adjust at 

runtime if we select a subset or a superset of 

data. We've looked at some of the most popular 

visualization tools. 

3.1.1 Tableau: Tableau is an interactive data 

visualization tool focused on business 

intelligence. Tableau offers a wide range of 

visualization options. Provides the ability to 

create custom visuals. It's fast and flexible. It 

mainly supports all data formats and connections 

to different servers, from Amazon Aurora to 

Cloudera Hadoop and Salesforce. The interface is 

intuitive, a variety of graphics are available. No 

programming knowledge is required for simple 

calculations and statistics, while for advanced 

analysis we can run models in R and then import 

the results into Tableau. It requires a lot of 

programming knowledge depending on the task 

we have to perform. 
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Fig 2: Tableau Visualization 

 

3.1.2 Microsoft Power BI: Power BI is an 

advanced business intelligence service in the 

cloud. The visualization is interactive and rich. 

Power BI consists of 3 elements, Power BI 

Desktop, Service (SaaS), App. Every service is 

available to us, which makes Power BI flexible 

and compelling. With over 60 types of source 

integrations, you can start creating visuals in 

minutes. Power BI combines well-known 

Microsoft tools such as Office, SharePoint and 

SQL Server. The feature that sets it apart from 

other tools is the ability to query data in natural 

language. You don't need any programming skills 

to use this tool, but there is an option to run an R 

script. You can combine multiple data sources and 

create models, which is handy. Fig 3 shows 3 

views in 3 coordinates, e.g. Left, down and right. 

The left coordinate represents profit by district and 

market, the bottom represents profit by region, and 

the right coordinate represents all sales and all 

profits.  

 
Fig 3 : Report on market analysis. 

 

3.1.3 Plotly: Also known as plotly, Plotly is built 

using the Python framework and Django. The 

activities it can perform are the analysis and 

visualization of data. It's free for users but with 

limited functionality for all the features you need 

to purchase a professional subscription. Create 

charts and dashboards online but used as an 

offline service in IPython notebooks, Jupyter 

notebooks and pandas. Various types of charts are 

available, e.g. B. Statistical charts, scientific 

charts, 3D charts, multi-axis charts, dashboards, 

etc. Plotly uses a tool called "Web Plot Digitizer 

(WPD)" that automatically extracts data from a 

static image [11]. 

 
Fig 4: Life expectancy vs per capita GDP 

 

There is also a local Plotly service similar to 

Cloud-Plot.ly, but you store your data on your 

own private cloud behind your firewall. It's for 

those who are concerned about their privacy. 

Python, R, MATLAB and Julia APIs are 

available for this. 

 

3.2 Data visualization Techniques  

Selection of data visualization technique depends 

upon several factors such as purpose of data 

visualization, availability of data ie. offline or 

online data, target audience and what type of data 

is to be visualized etc. Chart is the most 

commonly used data visualization technique for 

visualizing numeric data stored in structured 

format. Different visualization techniques of data 

visualization are used to represent data 

differently. Data visualization techniques may be 

classified as ‘Fundamental Visualization 

Techniques’ or ‘Composite Visualization 

Techniques’. Fundamental visualization 

techniques are based on line graphs and other 

different types of charts. Composite visualization 

techniques are based on the mathematical tool. 

[10] 

 

Line Chart: 
A line chart shows the relationship between each 

variable on the chart. Line charts are often used 

to compare multiple items at once. Stacking lines 

are also used to compare trends across multiple 
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variables. You can choose to use line charts when 

you need to show the change in a variable. 

Suppose there are 12 data points to plot or 

display. The best way to make these points 

understandable is to simply show them in order 

using a table [12] The fact that we have specific 

data points to plot or display doesn't mean that a 

line chart is the best choice, but it's important to 

consider the number of data points we want to 

display, so we can choose the best charting 

method. Data points are most often connected by 

a straight line, and a line chart is actually an 

extension of a scatter chart. Some specific 

symbols and symbols are used to represent data 

points in a line chart. 

 
Fig. 5 Line charts displaying the relationship of 

one variable to another. Shown here, different 

category line charts makes comparison of multiple 

items over the same time period 

Bar Chart: 

Bar chart is as well referred to as column chart 

and they are used to for comparison of items of 

different groups. The bars are used to represent 

the various values of a group and the bar chart 

makes use of both horizontal bars and vertical 

bars [10]. When the values to be represented are 

clearly different and such differences in the bar 

are been seen by human eye, then one can 

decide to make use of a bar chart, but when 

there are very huge numbers of value to be 

displayed, then it might be a bit more hard to 

make comparison between the bars. Most 

times, bar chart is used to represent discrete data 

and it is as well used to present single data series 

while the data points that are related are often 

being grouped in a series [12]. 

 
Fig 6. Displaying Simple Bar chart 

Scatter Plot: 

A scatter plot is described as a 2-dimensional 

plot which displays the joint variation of two 

data items. A scatter plot is also called a scatter 

chart, scatter diagram, scatter graph. For a 

scatter plot, observations are being represented 

by each marker and the marker positions 

usually indicate value for the observations. A 

scatter plot shows data in Cartesian coordinate 

in a graphical display which displays the 

relationship that exist between two variables in 

which one is represented as a vertical distance 

and the other as horizontal distance  

      The moment you have all the data plotted on 

a scatter plot, you will now be capable of 

determining in a visual form if the data points 

are related or not. Scatter plots can help you 

know how the data points are scattered or 

spread across the graph and also you will know 

they are closely related [12]. A scatter plot will 

display the variables and how strong they are 

related and you can also know how far the data 

are scattered [13]. 

 
Fig 7: Basic scatter plot of two variables 
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Bubble Chart: 
A bubble plot is some degree of difference of a 

scatter plot and the markers in it are being 

substituted with bubbles and this is possible only 

we have a set of data points which has three 

values contained in each data item. It shows the 

relationship that exists between the minimum of 

three variables. Two of them gets represented by 

the plot axes i.e. x-axis and y-axis, while the third 

one by the bubble size and each bubble is a 

representation of an observation. 

 

Bubble plot is used with a lot of value, say 

hundreds of them or also used if the values are 

somewhat different by numerous structure of 

magnitude. Colors are being used to represent an 

additional measure and the bubbles could be 

subjected to animation in order to show data 

changes over a period of time. 

 

The bubble plot is also very useful in project 

management in comparing the rate of risk and 

success involved in executing a project and where 

there are three values as net present values, then 

the probability of success and the total sum 

represent the bubble size.    

 

Fig.8. Showing a simple Bubble plot 

 

3.3 Comparative Study of Data 

Visualization Techniques 

 

 

Sr. 

No 

Types of 

Chart  

Function of 

Chart 

Design of 

Chart 

1 Line Chart To show 

continuous data 

over time on an 

evenly scaled 

axis, To show 

trends in data at 

equal intervals, 

like months, 

quarters or 

years. 

Category data is 

distributed 

evenly along the 

horizontal axis 

and all value 

data is 

distributed 

evenly along the 

vertical axis. 

2 Bar Chart To display 

comparisons 

among 

individual 

items. 

The length or 

height of each 

bar represents 

the categories 

and values. 

3 Scatter 

Chart 

To show and 

compare 

numeric values 

like scientific, 

statistical and 

engineering 

data. To show 

similarities 

between large 

sets of data 

instead of 

differences 

between data 

points 

It combines x 

and y values 

into single data 

points and 

shows them in 

irregular 

intervals, or 

clusters. It 

shows data 

points without 

connecting the 

lines to compare 

pairs of values. 

4 Bubble 

Chart 

To compare sets 

of three values. 

Size of the 

bubbles 

represent the 

data points in 

the data series. 

 

4. Conclusion  

In the world of big data where every information 

is important in one way or the other we rely on 

the visual information to find useful patterns. But 

traditional methods of visualization do not keep 

up with the pace and volume of data, we require 

such tools which deal with all the characteristics 

of big data and gives us result without giving up 

performance and response time. We reviewed 

some of the visualization tools. These tools are 

quite promising, they generate rich and 

interactive visualizations, most of them tackle the 

huge volume of data and response in acceptable 

amount of time.  

  Data visualization is the visualization of 

data in graphical form, called for easier 

understanding. Different visualization techniques 
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are used to display data in visual form. This paper 

reviews and understands the data visualization 

techniques. 
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Abstract: Cloud scalability is the ability of a cloud based system to automatically and dynamically adjust its 

capacity in response to changes in demand. In cloud computing, data scalability is ability of  particularly, 

which makes different to an “advanced outsourcing” solution. Among all the exciting feature of cloud 

computing is Hybrid-Scaling that recommends the clients the comfort and easy to utilize the resources as per 

their demand and expectations. This paper emphasizes the Hybrid scaling method and presents an outline of 

cloud computing. In this paper, a study of cloud scalability, challenges of scalability, Hybrid scaling 

Keywords: Horizontal Scalability (HS), Vertical Scalability (VS), Hybrid Scaling (HS) 

INTRODUCTION 

Cloud Computing is effectively powerful 

computing paradigm to deliver services 

over the internet. It is a model to facilitate 

or enable on-demand network access, on-

demand self-service convenient to a shared 

pool of computing resources in 

configurable manner which can be quickly 

provisioned. The model of Cloud 

Computing has been differentiated into 

IaaS (infrastructure-as-a-service), SaaS 

(software-as-a-service) and Paas (Platform-

as-a-service) [1]. Cloud Storage is a 

service, in which the data is remotely 

managed, backed up, maintained and 

restore and it makes data available to users 

via internet or network. Several cloud 

storage providers provide free space up to 

certain gigabytes. For example, Drop Box 

offer free space up to 2GB, Google Drive, 

Amazon, Apple Cloud make available free 

space up to 5GB, Microsoft Sky-Drive give 

free space up to 10 GB [2]. 

One of the key advantages of using cloud 

computing paradigm is called as 

Scalability. It supports the long term 

strategies and business needs and is entirely 

different than elasticity. It is the mechanism 

by which clients dynamically provision 

their resources such as software 

applications and hardware devices even if 

demand and situation arise like that. Cloud 

provides elasticity by scaling up as 

computing must increase after that scaling 

down again as demands decrease. Auto 

scaling is that enables users to 

automatically scale up or down based on- 

demand self-service in cloud computing. In 

Cloud Computing environment, the 

virtualization technology [3, 4, and 5] plays 

the important role to provision the physical 

resources, like disk storage, processors, and 

broadband network. Tools that 

automatically change the amount of used 

resources are known as “Hybrid-scaling 

services”. 

Hybrid-scaling is the technique that has 

ability to adjust the available resources to 

meet the user expectations and demands. In 

this paper, the ultimate goal is to recognize 

the Hybrid – Scaling services and future 

research work. 

 

CLOUD SCALABILITY 
In cloud computing the area of scalability is 

concentrated on scaling strategies and 

algorithms aiming at maximizing the 

performance metrics and minimizing the 

related costs or on architectures that must 

be applied to ensure that the application 

would effectively scale [6]. Another 

definition state that [7] "Scalability is the 

ability of an application to be scaled up to 

meet demand through replication and 

distribution of requests across a pool or 

farm of servers". 

“Scalability concept is ability of a system 

to accommodate an increasing number of 

elements or objects”. 

Scalability challenges in Cloud 

Computing 
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In cloud environment, scalability is the 

promising task for effective usage of the 

resources and to improve the profit of CSP 

(Cloud Service Providers). In recent years, 

the companies and enterprises are tried to 

attain the scalability in terms of platform, 

application, and database and infrastructure 

level. The ability of a particular system 

performs to fit as the scope of that issue 

increases (number of objects or elements, 

rising volumes of work and/or being 

susceptible to enlargement) [9]. Also can 

defined as Scalability of service is a 

desirable property of a service which 

provides an ability to handle growing 

amounts of service loads without suffering 

significant degradation in relevant quality 

attributes [10]. 

In cloud computing, multi-tenancy is the 

concept in each level to solve the scalability 

issues in an efficient manner. In SaaS 

multi-tenancy is defined as “a single 

application instance shared by multiple 

customers.  

 

CLOUD SCALABILITY TYPES 

(i) Horizontal Scalability 
Horizontal cloud scalability is mainly used 

the ability to connect multiple hardware or 

software entities, like servers, hard drives 

in order that they work as a single logical 

unit. Horizontal scalability is provided by 

means of adding or removing more 

individual units of resource doing the same 

job. In the case of servers, you could 

increase the speed or availability of the 

logical unit by adding more servers. This is 

the most common way of scaling and also 

the cheapest. Horizontal scaling (out) 

requires the addition of more devices or 

machines to the computing platform to 

handle the increased demand. It is also 

referred to as scaling out. On the other 

hand, horizontal scaling is needed to restore 

and maintain peak performance. It is also 

time consuming and manually intensive, 

requiring a technician to add machinery to 

the customer’s cloud configuration. 

 

 
Figure: Horizontal Scalability 

 

(ii) Vertical Scalability 
Vertical scalability is the ability to 

maximize the capacity of existing hardware 

or software by adding more resources to the 

hardware or same server. Improving the 

vertical scalability is important in 

achieving the low investment on cloud 

computing and virtualization. Scaling up 

involves adding more resources to the same 

computing pool, (e.g., adding more RAM, 

disk, or virtual CPU to handle an increased 

application load). 

In vertical scaling replace the current IT 

resource by another one with higher 

capacity (scaling up) or with lower capacity 

(scaling down). Hence, it enhances the 

capacity of existing hardware and software. 

It is the ability of the application to be 

scaled under load. 

For instance, adding processing power to a 

server to make it more rapidly [6]. This 

kind of scaling is more expensive and less 

common. It can be achieved through the 

addition of extra hardware to the same 

entity such as hard drives, servers, CPU’s, 

etc. It offers more shared resources for 

applications and operating system. This 

kind of scalability process can also be 

configured to as scaling in. It is also slower 

than horizontal scaling because of the 

downtime required during the replacement 

of the resource. 
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Figure: Vertical Scalability 

 

 

 

(iii) Hybrid Scalability 
In cloud computing, Hybrid-Scaling (HS) 

is that allow user to automatic scale cloud 

services such as server capacities Up or 

Down, depending on defining situation. 

Hybrid-scaling automates the contraction 

of system capacity that is available for 

applications and is a desired feature in 

cloud. When feasible, technology buyers 

should use it to match provisioned capacity 

to application demand and reduce costs. 

Hybrid-scaling is the capability in cloud 

computing infrastructures that enables 

dynamic provisioning of resources.  

In proposed Hybrid Scaling technique, the 

resources are making available as per the 

requirement of the user or demands of user. 

In this technique the available resources 

may vertically or horizontally make 

available to user. Supposed the user 

required the resources and demands to 

increase the size of the instance of the 

system and fulfill the demands. Sometimes 

the user needs to increase the resources by 

adding more server to fulfill the demand 

horizontally. The system may expand 

vertically or horizontally, there will be a 

mechanism which automatically makes 

changes and able to take the decision 

whether to expand vertically or 

horizontally. In this proposed system both 

the way of expansion is possible therefore 

it is called as Hybrid Scalability. 

Resources used by cloud based applications 

can be automatically maximized or 

minimized, in that way adapting resource 

usage to the application requirements [16]. 

Hybrid Scaling ensures that the correct 

number of instances available to handle or 

perform the load for applicationknown as 

Hybrid Scaling groups. In each Hybrid 

Scaling group, both the minimum number 

of instances and the maximum number of 

instances is separately specified, and HS 

ensures that group never goes below and 

above sizes. If specify the desired capacity, 

either when the group is generated at any 

time thereafter, HS ensures that the group 

has several instances. Even if it specifies 

scaling policies, after that HS can terminate 

or launch instances as demand on that 

application increases or decreases [16]. 

 

The key features of Hybrid Scaling are 

based on these definitions as follows: 

a. The ability to scale out (i.e., the 

automatic addition of extra resources 

during demand increases vertically or 

horizontally) and scale in (i.e., the auto-

terminate of extra unused resources 

when demand decreases, so as to 

minimize cost). 

b. HS can dynamically raise and reduce 

capacity as required and it pays for the 

use and minimizes cost by launching 

instances when they are actually needed 

and terminating them if they aren't 

required. 

c. To automatically detect and replace 

unreachable instances. 

d. Better availability: HS is to utilize and 

configure multiple Availability Zones, 

component is the agent that interacts 

with the scalable application 

environment and decides whether to add 

or eliminate resources to increase the 

maximum award (i.e., minimize 

response time). 

Impact of Hybrid Scalability 

1. In Hybrid Scaling the resources are 

making available as per the user 

demands. 

2. In this technique the available resources 

may vertically or horizontally make 

available to user. 

3. Supposed the user required the 

resources and demands to increase the 

size of the instance of the system to 

satisfy the demands.  

4. If the user needs to increase the 

resources by adding more servers to 

fulfill the demand horizontally at this 

situation the system may expand 

horizontally. 

5. The system may expand vertically or 

horizontally there will be a mechanism 

which automatically makes changes and 

able to take the decision whether to 

expand vertically or horizontally. In this 

Hybrid scaling system, both the way of 

expansion is possible.
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CONCLUSION 
 

Hybrid Scaling the resources are making 

available as per the user demands 

sodevelopments in the area of Hybrid-

scaling platforms are specifically important 

for micro-service applications however 

traditional cloud-based systems would also 

benefit from existence of open-source 

Hybrid-scaling platforms. The main 

objective of this paper is thatthe user need 

to increase system resources may expand 

vertically or horizontally for that 

mechanism which automatically makes 

changes and able to take the decision 

whether to expand vertically or 

horizontally. In this paper, presented a 

comprehensive study about the Hybrid-

scaling mechanisms available today, the 

open issues in this field and careful analysis 

of Hybrid-scaling in cloud computing. 

Developing the performance of the cloud 

systems are increased by the Hybrid- 

scaling technique. 
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Abstract: The Internet of Things (IoT) is transforming the way communication devices are being used in our daily lives. 

This research paper explores the impact of IoT on communication devices and how it is changing the way we communicate. 

The paper also discusses the challenges and opportunities presented by IoT in communication device 

Keywords: IOT, IOT devices security, Opportunities,wireless network, ZigBee 

I. Introduction: IoT is a network of 

interconnected devices, objects, and people that 

are connected to the internet.[1] These devices 

can communicate with each other and exchange 

data. Communication devices have always been 

an important aspect of human life, and IoT has 

added a new dimension to it. With the help of IoT, 

communication devices can now be connected to 

other devices and systems, which has opened up 

a plethora of opportunities for businesses and 

individuals. 
An IoT-enabled communication device refers to 

a device that is equipped with sensors, 

connectivity, and computing capabilities, 

allowing it to collect and exchange data with 

other devices and systems over the 

internet.[1]These devices can include anything 

from smartphones and laptops to smart home 

appliances and industrial machinery. 

II.   IoT-enabled communication devices 

IoT-enabled communication devices typically 

use a variety of wireless communication 

protocols such as Wi-Fi, Bluetooth, ZigBee, and 

cellular networks to communicate with other 

devices and the internet.[2] They may also utilize 

cloud-based services to store and analyze data, 

enabling real-time monitoring and remote 

management. 

The applications for IoT-enabled communication 

devices are wide-ranging, from home automation 

and energy management to industrial automation 

and smart cities. [2]For example, a smart 

thermostat that automatically adjusts the 

temperature based on occupancy and weather 

data is an example of an IoT-enabled 

communication device in the home automation 

space. In the industrial setting, IoT-enabled 

sensors can be used to monitor machine 

performance and optimize production processes. 

i. Wi-Fi-enabled devices: These devices use Wi-

Fi to connect to the internet and can be 

controlled remotely. Examples include smart 

home devices like thermostats, lights, and 

security systems. 

ii. Bluetooth-enabled devices: These devices use 

Bluetooth technology to connect to other 

devices and can be used for things like 

tracking, monitoring, and controlling various 

devices. Examples include fitness trackers, 

smart watches, and other wearables. 

iii. Zigbee-enabled devices:Zigbee is a low-

power, low-cost wireless communication 

protocol that is commonly used for IoT 

devices. Zigbee-enabled devices can be used 

for home automation, security, and other 

applications. 
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iv. Z-Wave-enabled devices: Z-Wave is another 

wireless communication protocol that is 

commonly used for IoT devices. Z-Wave-

enabled devices can be used for home 

automation, security, and other applications. 

v. Cellular-enabled devices: These devices use 

cellular networks to connect to the internet 

and can be used for remote monitoring and 

control of various devices. Examples include 

smart cameras, GPS trackers, and other IoT 

devices. 

vi. LoRaWAN-enabled devices: LoRaWAN is a 

low-power, wide-area network (LPWAN) 

technology that is used for IoT devices. 

LoRaWAN-enabled devices can be used for 

smart city applications, agriculture, and other 

applications that require long-range 

connectivity. 

I. Impact of IoT on Communication 

Devices: 

The impact of IoT on communication devices is 

significant.[3]IoT has made communication 

devices smarter, more efficient, and more 

effective. Communication devices can now 

collect and analyze data from other devices, and 

this data can be used to improve the performance 

of communication devices.[3] For example, IoT 

can be used to optimize the performance of 

mobile networks by analyzing data on network 

traffic. 

IoT has also enabled communication devices to 

be more personalized. Devices can now collect 

data on users' preferences and habits, and this 

data can be used to tailor communication services 

to individual users.[4] For example, a mobile 

phone can now suggest restaurants based on the 

user's location, preferences, and past behavior. 
The Internet of Things (IoT) has had a significant 

impact on communication devices. Here are some 

of the ways in which IoT has affected 

communication devices: 

i. Increased Connectivity: IoT has led to an 

increase in the number of devices that can 

connect to the internet. Communication 

devices such as smartphones, tablets, 

laptops, and smartwatches can now connect 

to a wide range of IoT devices such as smart 

home appliances, wearables, and sensors.[5] 

ii. Improved Data Transfer:IoT has led to the 

development of new communication 

protocols and technologies that enable faster 

and more reliable data transfer. For 

example, Bluetooth Low Energy (BLE) and 

ZigBee are two popular communication 

protocols used in IoT devices that offer low 

power consumption and high-speed data 

transfer.[5] 

iii. Enhanced Security:IoT has led to the 

development of new security mechanisms 

that protect communication devices and IoT 

devices from cyber threats. For example, 

devices can now use biometric 

authentication, encryption, and secure boot 

mechanisms to protect against hacking and 

unauthorized access.[6] 

iv. Increased Automation:IoT has enabled the 

automation of many tasks that were 

previously performed manually. For 

example, smart home automation systems 

can control lights, thermostats, and security 

systems automatically, based on user 

preferences and sensor data.[7] 

v. Improved Efficiency:IoT has led to the 

development of new communication 

devices that are more energy-efficient and 

can operate for longer periods without 

recharging. For example, IoT-enabled 

sensors can use energy harvesting 

techniques to generate power from ambient 

sources such as light or heat, reducing the 

need for batteries.[7] 

II. Challenges and Opportunities of 

IoT: 

a. Challenges: 

1. Security:IoT-enabled devices collect and 

transmit sensitive data, making them vulnerable to 
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cyber attacks. Ensuring the security of IoT-enabled 

devices is a major challenge.[8] 

2. Interoperability:IoT-enabled devices often use 

different communication protocols, making it 

difficult for them to communicate with each other. 

Interoperability is essential to ensure that devices 

can work together seamlessly. 

3. Power Consumption:IoT-enabled devices rely 

on batteries or power sources, and the power 

consumption of IoT devices can be a challenge. 

Devices must be designed to minimize power 

consumption and extend battery life.[5] 

4. Data Management: IoT-enabled devices 

generate a large amount of data, and managing this 

data can be a challenge. Data must be collected, 

processed, and stored in a way that is secure and 

efficient. 

 

b. Opportunities: 

1. Automation:IoT-enabled devices can automate 

various tasks, leading to increased efficiency and 

productivity. This can lead to cost savings and 

improved performance.[9] 

2. Connectivity:IoT-enabled devices can connect 

to other devices and systems, enabling real-time 

data sharing and remote control. This can lead to 

improved communication and collaboration. 

3. Personalization:IoT-enabled devices can 

collect data on user preferences and behaviors, 

enabling personalized products and services. This 

can lead to increased customer satisfaction and 

loyalty.[10] 

4. Innovation: IoT-enabled devices can drive 

innovation in various industries, leading to the 

development of new products, services, and 

business models. IoT can enable businesses to 

create new revenue streams and enter new 

markets.[10] 
5.  

III. Conclusion: 
IoT is transforming the way communication 

devices are being used. The impact of IoT on 

communication devices is significant, and it is 

changing the way we communicate. While IoT 

presents a number of challenges, it also presents 

a number of opportunities. As IoT continues to 

evolve, it is likely that we will see even more 

changes in the way communication devices are 

used. 
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Abstract: Social media platforms generate vast amounts of data every day, creating new opportunities for businesses 

and organizations to analyze user behavior and preferences. However, analyzing such complex data is not always easy 

as the data is typically dynamic, heterogeneous and massive. 3D visualization techniques offer a promising way to 

visualize and explore social media data. Providing a powerful tool for data analysts and researchers to extract 

meaningful insights. This paper discusses a review of comprehensive analysis of 3D visualization techniques for social 

media data, focusing on the advantages and limitations of different techniques. The study assesses the effectiveness of 

3D visualization in facilitating data exploration, data interpretation, and data communication, and provides insights 

into how users perceive and interact with 3D visualizations. In this paper we discuss the review of 3D visualization 

techniques, case studies and tools with future research directions for 3D visualization in social media data analysis. 

 

Keywords: Social media data, 3D visualization, data exploration, data interpretation, data communication. 

 

1. INTRODUCTION                                                                     

  Now a day, social media has become a 

valuable source of information for businesses, 

governments, and researchers. The vast amount of 

data generated on social media platforms can be 

analyzed to gain insights into user behavior, 

preferences and sentiments [1, 2]. However, the 

challenge lies in making sense of the massive 

amount of data that is constantly being generated. 

Traditional data visualization techniques such as 

graphs, charts and maps have proven to be useful, 

but they often lack the ability to fully represent the 

complexity of the data [3, 4]. As a result, 

researchers and analysts have turned to three-

dimensional (3D) visualization techniques to 

better represent social media data [5]. 

3D visualization allows analysts to 

display data in a more realistic and intuitive way, 

which can help to identify patterns, trends, and 

correlations that might be missed in traditional 

two-dimensional representations [6, 7, 8]. This 

paper focuses on the analytical study of 3D 

visualization techniques for social media data. The 

purpose of this research is to evaluate the 

effectiveness of 3D visualization in the analysis of 

social media data and to identify the advantages 

and limitations of these techniques. 

The study investigate a range of 3D 

visualization techniques, including scatter plots, 

network graphs and spatial maps. The research 

will be conducted by analyzing a large dataset of 

social media posts, collected from different 

platforms such as Twitter, Instagram and 

Facebook. The dataset will be analyzed using a 

variety of visualization techniques, and the results 

will be compared to determine which techniques 

are most effective in identifying patterns and 

trends. 

The research will also explore the impact 

of 3D visualization on user perception and 

interaction. Users may have different levels of 

familiarity with 3D visualization techniques, and 

their understanding of the data may be influenced 

by the visual representation. Therefore, the study 

will investigate the impact of different 3D 

visualization techniques on user perception and 

interaction with the data. 

Overall, this research aims to contribute to the 

growing body of literature on social media data 

analysis and visualization techniques. The results 

of the study will provide insights into the 

effectiveness of 3D visualization techniques for 

social media data analysis, and will help to 

identify the advantages and limitations of these 

techniques. Additionally, the research will provide 

guidance for analysts and researchers on the 

selection of appropriate 3D visualization 

techniques based on the specific data analysis 

objectives 

The emergence of social media platforms 

has allowed people to engage in conversations and 

share information in real-time, creating a vast 

amount of data. This data can be used to gain 

insights into the behavior and interests of people, 

as well as to identify trends and patterns in their 

social interactions. In order to make sense of this 

data, various tools and techniques have been 
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developed. One of the most promising techniques 

is 3D visualization, which has been gaining 

traction in the field of social media analytics [9]. 

3D visualization is a technique that involves 

creating interactive 3D representations of data in 

order to gain insights from it. It typically involves 

creating 3D models of data points and their 

relationships, which can be manipulated and 

explored in real-time. This technique has the 

potential to provide a more comprehensive 

understanding of the data, as it allows for the 

visualization of multiple variables in a single view. 

 

2. LITERATURE REVIEW 
Kim et al. (2017) used 3D visualization to analyze 

the sentiment and topic of tweets related to the US 

presidential election [10]. The study showed that 

3D visualization can represent the relationships 

between topics and sentiments in a more intuitive 

and interactive way than traditional techniques. 

Börner et al. (2012) used 3D visualization to 

explore the temporal and thematic patterns in 

scientific publications. The study demonstrated 

that 3D visualization can represent the dynamics 

of a research field in a more comprehensive and 

accessible way than traditional visualization 

methods [11]. 

Kamath et al. (2019) [12], deals with the study of 

3D visualization provides a more engaging and 

immersive way for users to explore and 

understand the social network than traditional 

network analysis methods. 

Peng et al. (2017) [13], compares three different 

3D visualization techniques - Parallel 

Coordinates, Scatterplot Matrix, and 3D Surface 

Plot - for analyzing social media data. The authors 

conducted a user study with 20 participants to 

evaluate the effectiveness and usability of these 

techniques. The results show that all three 

techniques are useful for exploring and 

discovering patterns in social media data, but 3D 

Surface Plot is the most effective and easy-to-use 

technique. 

Lin et al. (2019) [14], proposes a novel interactive 

3D visualization tool called "Social3D" for 

exploring social media data. The authors 

conducted a case study with Twitter data to 

evaluate the effectiveness of Social3D. The results 

show that Social3D enables users to easily identify 

key influencers and communities in social media 

data, and provides a more immersive and engaging 

data exploration experience than traditional 2D 

visualization tools. 

Zhang et al. (2018) [15], presents a case study of 

visualizing Facebook posts data in 3D using the 

software tool "Gephi". The authors used 3D 

Force-Directed Layout and Community Detection 

algorithms to create a 3D network graph of 

Facebook posts data. The results show that 3D 

visualization provides a more intuitive and 

informative way to explore and analyze social 

media data, and enables users to identify the most 

active and influential users and communities. 

3. PROCESS OF ANALYZING SOCIAL MEDIA DATA 

THROUGH 3D VISUALIZATION: 
3D visualization refers to the process of 

creating a graphical representation of data in three 

dimensions. 3D visualization tools can be used to 

create visualizations of social media data that can 

help analysts to explore and understand complex 

relationships between users, topics, and 

sentiments [16, 17, 18]. 

 There are several types of 3D 

visualization techniques that can be used to 

explore social media data. For example, network 

visualization can be used to visualize social 

networks, while heat maps and point clouds can be 

used to visualize the distribution of sentiment and 

location data respectively. Additionally, virtual 

and augmented reality technologies can be used to 

create immersive visualizations of social media 

data, allowing analysts to interact with the data in 

a more intuitive way [19, 20]. 

The process of analyzing social media 

data through 3D visualization can be divided into 

four broad steps:  

 Data collection: Data collection involves 

gathering data from social media platforms 

using APIs or web scraping tools. The data 

can be in various forms, including text, 

images, videos and other forms of media [21, 

22, 23, 24].  

 Data preparation: Data preparation involves 

cleaning and organizing the data to remove 

noise and irrelevant information. This step 

also involves transforming the data into a 

format that can be used for 3D modeling and 

visualization [25].  

 3D modeling: 3D modeling involves creating 

a 3D representation of the social media data. 

This can be done using 3D modeling software 

such as Blender, Unity, or Three.js. The 3D 

model can be customized to reflect the 

features of the social media data, such as the 

number of likes, shares, and comments [26, 

27]. 

 Visualization: Visualization involves 

presenting the 3D model of the social media 
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data in an interactive and engaging manner. 

This can be done using web-based 

applications, virtual reality environments, or 

augmented reality applications [28, 29]. 

The goal of analyzing social media data 

through 3D visualization is to provide a more 

engaging and immersive way to understand the 

data, which can help businesses and organizations 

to make more informed decisions based on the 

insights they gain from the analysis. 

4.  3D VISUALIZATION TOOLS AND TECHNIQUES  
3D visualization is the creation of 

graphical representations of 3D objects or scenes 

using specialized software. The resulting images 

or animations can be used in various industries, 

including manufacturing, architecture, medicine, 

and entertainment. Python, a widely-used 

programming language, has several packages and 

libraries that make it a powerful tool for 3D 

visualization. In this article, we will discuss some 

of the most popular 3D visualization tools, 

packages and libraries available in Python [30, 31, 

32]. 

There are many algorithms available for 

3D visualization of social media data in Python, 

and the choice of algorithm largely depends on the 

nature of the data and the purpose of the 

visualization. Here are some popular algorithms: 

1. Plotly: Plotly is a popular library in Python that 

provides a range of 3D visualization options. It 

offers a wide range of charts and graphs, including 

scatter plots, surface plots, and 3D line plots. The 

library is built on top of the D3.js visualization 

engine and provides an easy-to-use interface for 

creating interactive visualizations [33]. 

2.  Mayavi: Mayavi is a 3D scientific data 

visualization package for Python. It provides a 

range of high-level 3D visualization functions for 

visualizing complex data, such as scientific and 

medical data. Mayavi can be used to create 

visualizations of 3D surfaces, volume renderings, 

and animations. It provides a GUI-based 

application that allows users to interact with the 

data in real-time. Mayavi is widely used in 

scientific research and engineering applications, 

as it provides a comprehensive set of tools for 3D 

visualization [34]. 

3. Matplotlib: Matplotlib is a powerful data 

visualization library for Python. Although it is 

primarily used for 2D plotting, it has some 

functionality for 3D plotting as well. Matplotlib’s 

3D plotting toolkit is a set of functions that can be 

used to create 3D visualizations of data. The 

toolkit is built on top of the mplot3d package, 

which provides a way to create 3D visualizations 

in a simple and intuitive way. The toolkit includes 

functions for creating wireframes, surface plots 

and scatter plots. Matplotlib is an excellent choice 

for those who want a simple and easy-to-use 3D 

visualization tool [35, 36]. 

4.  PyVista: PyVista is a 3D visualization library 

in Python that provides a range of visualization 

options, including volume rendering, isosurface 

rendering and streamlines. It also provides an 

easy-to-use interface for creating custom 

visualizations [37].  

PyVista is a Python library for 3D visualization 

and mesh analysis. It provides a set of tools for 

creating high-quality visualizations of 3D data, 

including surface and volume renderings, as well 

as animations. PyVista is built on top of the 

Visualization Toolkit (VTK), a powerful 3D 

visualization library. PyVista provides an easy-to-

use interface for creating 3D visualizations, 

making it an excellent choice for those who want 

to create 3D visualizations quickly and efficiently 

[38].  

5. VTK: VTK (Visualization Toolkit) is a 

powerful library in Python that provides a range of 

3D visualization options. It offers a range of 

algorithms for visualization, including volume 

rendering, isosurface rendering and streamlines. It 

is a popular choice for visualizing large datasets 

and provides an easy-to-use interface for creating 

complex visualizations [39]. 

6. Open3D: Open3D is a modern library for 3D 

data processing and visualization. It provides tools 

for creating 3D point clouds, mesh reconstruction 

and surface reconstruction. Open3D also provides 

tools for filtering and transforming 3D data. One 

of the advantages of Open3D is that it is designed 

to work with point clouds, which can be useful for 

social media data that includes spatial information 

[40]. 

5. CASE STUDIES  

The rise of social media has led to an 

increase in data generation, and businesses are 

leveraging social media data to gain valuable 

insights about customer behavior, preferences and 

trends. The emergence of 3D visualization 

techniques has facilitated the analysis of social 

media data, enabling businesses to transform 

complex data sets into actionable insights. This 

paper explores case studies on analyzing social 

media data through 3D visualization technique. 

   Case Study 1: The Use of 3D Visualization to 

Analyze Twitter Data. 

In a study conducted by researchers from 
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the University of Southern California, 3D 

visualization was used to analyze Twitter data to 

identify important social events and their temporal 

patterns (Jang et al., 2014) [41].  

Case Study 2: Visualizing Social Media Data for 

Crisis Management. 

In a case study conducted by IBM, 3D 

visualization was used to analyze social media 

data during the Boston Marathon bombings in 

2013 (Gupta, 2014) [42]. The researchers 

collected tweets related to the bombings and 

visualized them using 3D visualization. The 

results showed that 3D visualization could 

effectively identify patterns in the data, enabling 

the researchers to track the spread of 

misinformation and rumors on social media.  

Case Study 3: 3D Visualization for Sentiment 

Analysis. 

In a study conducted by researchers from 

the University of Melbourne, 3D visualization was 

used to analyze sentiment data from Twitter (Maiti 

et al., 2016) [43]. The researchers collected tweets 

related to specific topics, such as "Apple," 

"Samsung", and "Microsoft" and analyzed them 

using sentiment analysis. The sentiment data was 

then visualized using 3D visualization.  

Case study 4: Analyzing Twitter sentiment during 

the 2016 US Presidential Election. 

  In this case study, 3D visualization 

techniques were used to analyze Twitter data to 

gauge sentiment around the 2016 US Presidential 

Election. The data was collected using Twitter’s 

API, and then processed and analyzed using 

natural language processing algorithms. The data 

was then visualized using a 3D bar chart, which 

allowed analysts to easily see the overall 

sentiment around each candidate over time. The 

visualization also highlighted key moments in the 

campaign, such as the presidential debates and 

showed how sentiment shifted in response to these 

events [44]. 

Case study 5: Tracking the spread of a viral social 

media campaign. 

  In this case study, 3D visualization 

techniques were used to track the spread of a viral 

social media campaign across multiple platforms. 

The data was collected using APIs from various 

social media platforms, including Facebook, 

Twitter, and Instagram, and then analyzed using 

network analysis algorithms. The resulting data 

was then visualized using a 3D network graph, 

which allowed analysts to see the connections 

between different users and the virality of the 

campaign. This visualization helped analysts to 

understand how the campaign spread across 

different platforms and which users played key 

roles in its success [45]. 

Case study 6: Understanding the impact of a 

brand’s social media marketing campaign. 

  In this case study, 3D visualization 

techniques were used to understand the impact of 

a brand’s social media marketing campaign on its 

target audience. The data was collected using 

social media monitoring tools and analyzed using 

sentiment analysis and topic modeling algorithms. 

The resulting data was visualized using a 3D heat 

map, which showed the areas of highest 

engagement and sentiment among the brand’s 

target audience. The visualization also highlighted 

key topics of discussion and which social media 

platforms were most effective in reaching the 

target audience. This visualization helped the 

brand to optimize its social media marketing 

strategy and improve its overall engagement with 

its target audience [46]. 

Case study 7: "Visualizing Twitter Data Using 3D 

Maps" by Aggarwal et al. (2016) [47].  

The study showcases the use of 3D maps 

to analyze Twitter data related to traffic patterns in 

a city. The researchers were able to identify 

hotspots of traffic congestion and analyze user 

sentiment towards traffic issues. 

Case study 8: "Visualizing Social Media 

Analytics for Business Intelligence" by Tadesse et 

al. (2019) [48].  

The study uses 3D visualization to 

analyze social media data related to customer 

satisfaction for a financial institution. The 

researchers were able to identify trends and 

patterns in customer feedback and sentiment, 

leading to actionable insights for the company. 

Case study 9: "Exploring Social Media Data with 

3D Visualizations" by Nguyen et al. (2018) [49].  

The study uses 3D visualization to 

analyze social media data related to political 

opinions during the 2016 US Presidential 

Election. The researchers were able to identify 

geographic clusters of political sentiment and 

visualize the polarization of political discourse on 

social media 

Case Study 10: "Visualizing Twitter Data with 

3D Maps" by Mitchell, T. (2016) [50].  

This case study focuses on analyzing 

Twitter data through 3D visualization techniques 

to gain insights into the patterns and trends of user 

activity. The study used a tool called CartoDB to 

map the data and create a 3D visualization that 

allows users to interact with the data in a more 

immersive way. The study found that the 3D maps 

helped users to identify key patterns in the data 
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that were not visible in traditional 2D maps 

Case Study 11: "3D Visualization of Social 

Media Networks"by Bilal, M., & Kaur, P. (2017) 

[51]. 

This case study explores the use of 3D 

visualization techniques to analyze social media 

networks. The study used a tool called Gephi to 

create 3D visualizations of Facebook and Twitter 

networks. The study found that the 3D 

visualizations helped to identify key clusters of 

users and to visualize the connections between 

different users and groups. 

Case Study 12: "3D Visualization of Instagram 

Data" by Jo, S. H., & Nam, T. (2018) [52]. 

This case study examines the use of 3D 

visualization techniques to analyze Instagram 

data. The study used a tool called Blender to create 

3D visualizations of Instagram data related to 

fashion trends. The study found that the 3D 

visualizations helped to identify key trends and 

patterns in the data that were not visible in 

traditional 2D visualizations. 

6. ADVANTAGES OF 3D VISUALIZATION IN 

ANALYZING SOCIAL MEDIA DATA 
There are several advantages to using 3D 

visualization techniques in analyzing social media 

data. These benefits include:  

1.  Better data representation: With 3D 

visualization, data can be represented in a more 

natural and intuitive way. This can help users to 

better understand complex data sets and identify 

patterns and trends that might be missed with 

traditional data analysis techniques. 

2.  Improved data exploration: 3D visualization 

techniques allow users to explore data in a more 

interactive and engaging way. This can help to 

identify correlations and relationships between 

different data points that might be missed with 

traditional data analysis techniques. 

3.  Enhanced data communication: 3D 

visualization can help to communicate complex 

data sets in a more visually compelling way. This 

can make it easier to communicate insights to 

stakeholders who may not have a technical 

background. 

 

7. COMPARISON OF VISUALIZATION 

TECHNIQUES 
The use of social media has exponentially 

increased over the years, and it has become a vital 

source of data for researchers and analysts. 

Analyzing social media data has become a 

complex and challenging task due to the huge 

volume of data generated every day. To make 

sense of this data, researchers need to use 

visualization techniques that can help in 

understanding the patterns and trends in the data. 

This paper focuses on the use of 3D visualization 

technique to analyze social media data. 

The paper explores the effectiveness of 

3D visualization in analyzing social media data. 

The study demonstrates how 3D visualization can 

provide a better understanding of the data by 

providing an immersive experience to the users. 

The paper discusses the various 3D visualization 

tools available and the methodology used in the 

study. The research paper on analyzing social 

media data through 3D visualization technique is 

a crucial study that sheds light on the importance 

of data visualization in social media analysis. The 

study identifies the challenges and limitations of 

traditional data analysis methods, especially when 

dealing with large data sets. The use of 3D 

visualization technique, on the other hand, 

provides a more interactive and intuitive way of 

analyzing social media data. 

The study shows that 3D visualization 

technique can be used to gain a better 

understanding of social media data, identify 

patterns and reveal insights that may not be easily 

noticeable using other methods. The research 

paper also highlights the importance of 

considering the end-users when designing the 

visualization system to ensure that it is user-

friendly and serves the intended purpose. 

 

8. Conclusion 
This research paper demonstrates the 

effectiveness of 3D visualization in analyzing 

social media data. The study highlights the 

importance of visualization techniques in making 

sense of the vast amount of data generated by 

social media platforms. The 3D visualization 

technique provides an immersive experience to the 

users, allowing them to interact with the data and 

understand the patterns and trends better.  

The use of this technique can help identify 

patterns and reveal insights that may not be easily 

noticeable using other methods and also points out 

the importance of considering the end-users when 

designing the visualization system to ensure that it 

is user-friendly and serves the intended purpose.  

 

FUTURE WORK 
Future work in this area can focus on 

extending the use of 3D visualization techniques 

to other types of social media data, such as 

Instagram, Facebook and YouTube. Additionally, 
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combining 3D visualization with machine 

learning algorithms could lead to more accurate 

and efficient analysis of social media data. The 

study also found that the 3D visualization 

technique can be used for decision-making and 

communication, which can be further, explored in 

future research.   
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Abstract: The fastest growing waste streams at current scenario in the world is considered to be Waste from 

Electrical and Electronic Equipments (WEEEs) raises from 3% up to 5% per year. The recycling of Electrical or 

electronic waste (E-waste) products could allow the reduction of the usage of fresh resources in manufacturing 

sector and, consequently, it could contribute in reducing the environmental pollution. The recycling of electronic 

waste (e-waste) in an informal method is an emerging source of environmental pollution in world. Polycyclic 

aromatic hydrocarbons (PAHs) are considered to be a major health concern among other toxins present in e waste 

for the exposed individuals. Many researchers have been made in order to reduce the e-waste hazards through 

some advanced techniques. The review of these researches has been well studied and the future scope of the 

techniques has been given in detail. 

Keywords: E-waste, Recycling, Refilling, Reuse 

 
Introduction: 
 Rapid growth of technology, up-

gradation of technical innovations, and a high 

rate of obsolescence in the electronics 

industry have led to one of the fastest 

growing waste streams in the world which 

consist of end of life electrical and electronic 

equipment product E-waste or electronic 

waste is created when an electronic product 

is discarded after the end of its useful life. 

The rapid expansion of technology means 

that a very large amount of e-waste is created 

every minute. Electronic waste or e-waste 

may be defined as discarded computers, 

office electronic equipment, entertainment 

device electronics, mobile phones, television 

sets, and refrigerators. This includes used 

electronics which are destined for reuse, 

resale, salvage, recycling, or disposal as well 

as re-usables (working and repairable 

electronics) and secondary scraps (copper, 

steel, plastic, etc.).  

 The term "waste" is reserved for 

residue or material which is dumped by the 

buyer rather than recycled, including residue 

from reuse and recycling operations, because 

loads of surplus electronics are frequently 

commingled (good, recyclable, and non-

recyclable). Several public policy advocates 

apply the term "e-waste" broadly to all 

surplus electronics. Cathode ray tubess 

(CRTs) are considered one of the hardest 

types to recycle. CRTs have relatively high 

concentration of lead and phosphorss (not to 

be confused with phosphorus), both of which 

are necessary for the display.  

 Rapid changes in technology, 

changes in media (tapes, software, MP3), 

falling prices, and planned obsolescence have 

resulted in a fast growing surplus of 

electronic waste around the globe[1]. 

Technical solutions are available, but in most 

cases, a legal framework, a collection, 

logistics, and other services need to be 

implemented before a technical solution can 

be applied. 

 Display units (CRT, LCD, LED 

monitors), processors (CPU, GPU, or APU 

chips), memory (DRAM or SRAM), and 

audio components have different useful lives. 

Processors are most frequently out-dated (by 

software no longer being optimized) and are 

more likely to become “e-waste” while 

display units are most often replaced while 

working without repair attempts, due to 

changes in wealthy nation appetites for new 

display technology. This problem could 

potentially be solved with smartphones or 

Phonebloks. These types of phones are more 

durable and have the technology to change 

certain parts of the phone making them more 

environmentally friendly.  

 Society today revolves around 

technology and by the constant need for the 

newest and most high-tech products we are 

contributing to mass amount of e-waste[2]. 

Since the invention of the iPhone, cell phones 

have become the top source of e-waste 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 542 
 

products because they are not made to last 

more than two years. Electrical waste 

contains harmful content for human being but 

also valuable and scarce materials. In this 

paper we take a survey on e-waste 

management in India. 

 

Literature Review: 
 The recycling of Electrical or 

electronic waste (E-waste) products could 

allow the reduction of the usageof fresh 

resources in manufacturing sector and, 

consequently, it could contribute in reducing 

the environmentalpollution. Development of 

a circular economy based on the misuse of 

resources recovered by wastes has beentried 

by EU, for the last two decades. Federica 

Cucchiella[3] have done a comprehensive 

frameworksupporting the decision- making 

process of multi-WEEE recycling centres.  

 An economic assessment have 

alsobeen done which define the potential 

revenues coming from the recovery of 14e-

products (e.g. LCD note books,LED 

notebooks, CRT TVs, LCD TVs, LED TVs, 

CRT monitors, LCD monitors, LED 

monitors, cell phones,smart phones, PV 

panels. Qingbin Song [4] has made a review 

on body burdens and human health effects 

ofheavy metals from the major e-waste 

recycling sites in China and also recorded 

possible outcomes associatedwith exposure 

to e-waste (to heavy metals).  

 Barwood. M [5] examined the 

adoption of key features inreconfigurable 

systems to increase flexibility and 

automation in recycling activities. 

TorstenFeldt [6] hasobserved significantly 

that the higher urinary polycyclic aromatic 

hydrocarbons (PAH) metabolite 

concentrationsin the exposed individuals to 

e-waste recycling was high when compared 

to people who were not exposed to 

ewasterecycling activities.  

 This comparison has been done by 

using a multivariate linear regression 

analysisincluding sex, cotinine and tobacco 

smoking as variables. It was shown that 

exposure to e-waste recyclingactivities was 

the most important factor for PAH exposure. 

 

Sources of E-waste : 
 There are various sources of e- 

waste, broadly we are categories sources of 

e-Waste in three parts as follows[7]. 

1. Manufacturer: According to 

surveys conducted about 50% of 

PC’s which are sold all over the 

country are basically from the 

secondary market and are 

reassembled on the old components. 

The rest of market share cover by 

MNC’s (30%) and Indian brands 

(20%). Besides manufacturers are 

major contributors of e-waste. The 

waste consists of defective IC chips, 

motherboards, CRTs and other 

peripheral items produced during the 

production process. It also includes 

defective PCs under guarantee 

procured from consumers as 

replacement items. 

2. Consumer: About 22% of junk 

computers are generated from Indian 

household. The routine process of 

getting rid of obsolete computers 

include exchanging from retailers or 

pass on the same to friends or 

relatives. The business sector 

accounts for 78% of all installed PC's 

in India. The junk computers from 

business sector are often sold during 

auction or sometimes donated to 

educational institutes or charitable 

institutions for reuse. 

3. Import of e-waste: Import of e-

waste is legally prohibited no doubt 

the reports prove that lots of e-waste 

is imported from abroad. The 

ministry of environment has no data 

related to import of e-waste but 

above says that 100% control of the 

borders is not possible. 

 

 

 

Some Important issues related with E-

waste : 
 Based on the outcome of the studies 

carried out and theconsensus arrived at the 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 543 
 

National Workshop on  electronicwaste 

management held in March 2004 and June 

2005organised by CPCB and Ministry of 

Environment & Forests,an assessment was 

made of the existing practice in the e-

wastemanagement[8]. The following issues 

were identified from theassessment. 

A. Increasing amount of E- Waste: 

Product obsolescence is becoming more 

rapid since thespeed of innovation and the 

dynamism of productmanufacturing / 

marketing has resulted in a short life span 

(lessthan two years) for many computer 

products. Short product lifespan coupled with 

exponential increase at an average 15% 

peryear will result in doubling of the volume 

of e-waste over thenext five to six years. 

B. Toxic components: 

E-waste are known to contain certain toxic 

constituents intheir components such as lead, 

cadmium, mercury,polychlorinated bi-

phenyls (PCBs), etched 

chemicals,brominated flame retardants etc., 

which are required to behandled safely. The 

recycling practices were found inconsistentin 

informal sectors leading to uncontrolled 

release of toxicmaterials into the 

environment as a result of improper 

handlingof such materials. 

C. Lack of environmentally sound 

recycling infrastructure: 

It has been established that e-waste, in the 

absence ofproper disposal, find their way to 

scrap dealers, which arefurther pushed into 

dismantler’s, supply chain. 

Existingenvironmentally sound recycling 

infrastructure in place is notequipped to 

handle the increasing amounts of e-waste. 

Themajor dismantling operations are 

occurring inunorganized/informal sector in 

hazardous manner. Thepotential of increased 

e-waste generation and lack of 

adequaterecycling facilities have attracted 

the attention of a number ofrecyclers 

globally, expressing interest to start recycling 

facilityin India. 

D. Impacts on environment: 

E-waste constitutes heavy metals, persistent 

organic pollutants,flame retardants and other 

potentially hazardous substances.These 

pollutants can cause risks to the environment 

if notmanaged properly. During recycling 

and material recoverythree main groups of 

substances are released in to theenvironment 

which needs high priority attention as they 

arehighly hazardous in nature. The first group 

is the originalconstituents of equipment such 

as lead and mercury, secondgroup such as 

cyanide, added during some recovery 

processesand third group which are formed 

during recycling processessuch as dioxins 

and furans.  

E. Occupational health impacts of e-waste: 

There is little regulation in the informal 

sector tosafeguard the health of those who 

handle e-waste. Workers arepoorly protected 

in an environment where e-waste from 

PCmonitors, PCBs, CDs, motherboards, 

cables, toner cartridgesare burned in the open 

and release lead and mercury toxins intothe 

air. Many of these workers complain of eye 

irritation,breathing problems and constant 

headaches Some critical occupational health 

issues are inadequateworking space, poor 

lighting and ventilation, straining the eyesand 

breathing polluted air, sitting cramped on the 

ground forlong hours, inhaling toxic fumes, 

exposure of body parts to fire,acid and other 

chemicals and unavailability of clean 

drinkingwater and toilets.  

 

Some important steps to control E-

waste  
We are not control e-waste fully but if we use 

some important steps then it is helpfulto 

control e-waste as follows[1]. 

1) Design life of Electronic products can be 

increasedtocertain period in order to minimal 

the E wastegeneration. 

2) Incineration plants for E waste should be 

provided,as in developed countries 

incineration plants areused similarly in 

developing countries the samesystem should 

be followed, the amount of heatgenerated can 

be used for electricity generation. Aslarge 

amount of heat is generated in 

incinerationplant which in turn can be used 

for producing steam. 

3) Toxic elements such as mercury and lead 

should betested and eliminated; lead 

containers can be used tostore lead elements. 
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4) The waste should be properly burned and 

the ashesthen can be dumped into the landfill 

sites, directdumping of waste in landfill 

without burning causessoil pollution, 

leaching, ground water contamination,blue 

baby syndrome etc. 

5) Have the outdated component of an 

electronicproduct refurbished or upgraded 

instead of buying anentirely new 

replacement. 

6) Never throw unwanted electronics along 

withordinary trash. Pass them on to relatives 

and friendsin need for reuse. 

7) Reduce:- The first thing is to consider 

whether youreally need a new device. 

Products are oftenmarketed as ‘must 

8) Recycle:- Many of the components and 

materials inelectronic devices can be 

recycled, such as the metalin wiring and 

circuit boards. By recycling minimize ewaste 

your e-waste you ensure that any 

usablematerial is extracted for another 

purpose, so reducingthe use of raw materials, 

saving resources that wouldgo into 

manufacturing new products – 

includingwater and manpower – and 

preventing dangerouschemicals going into 

landfill. Many local authoritieshave 

dedicated schemes for recycling e-waste, 

socheck with your local council. 

Sometimesmanufacturers themselves have 

schemes to take backunwanted devices for 

recycling. 

 

Conclusion: 
 The challenges of managing E-waste 

in India are verydifferent from those in other 

countries, both the developedand developing. 

No doubt, there can be several sharedlessons; 

the complexity of the E-waste issue in India, 

givenits vast geographical and cultural 

diversity and economicdisparities, makes 

WEEE management challenges quiteunique. 

A few of these are:Rapidly increasing E-

waste volumes, both domesticallygenerated 

as well as through imports. Imports are 

oftendisguised as second-hand computer 

donations towardsbridging the digital divide 

or simply as metal scrap.No accurate 

estimates of the quantity of E-waste 

generatedand recycled.  

 Low level of awareness amongst 

manufacturersand consumers of the hazards 

of incorrect E-waste disposal.Widespread E-

waste recycling in the informal sector 

usingrudimentary techniques such as acid. E-

waste workers havelittle or no knowledge of 

toxins in E-waste, and are exposedto serious 

health hazards. Inefficient recycling 

processesresult in substantial losses of 

material value. The majorproblem we face in 

India there is no such technology or 

clearpolicy/guidelines to check the disposal 

of e-waste. E-wasteis mostly recycled by 

backyard practioners. 

 Recycling WEEE is an 

importantsubject not only from the view 

point of waste treatment butalso in terms of 

recovery of valuable waste 

materials.Mechanical/physical processing 

provides an alternativemeans of recovering 

valuable materials but severaldifficulties 

exist. The main difficulty, industries have 

toafford is the separation of the different 

material in WEEE. 

The miniaturization of electronic 

equipmentreduces the volume of waste make 

collection, repair andrecycling more difficult. 
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Abstract: The Wireless Sensor Network (WSN) can be designed as a broad number of sensing nodes, deployed 

over the region where human interaction is inconvenient. WSN is an evolving technology which assures a 

huge number of applications in both civilian and military fields. Here, these sensor networks (WSN) can be 

used for process management, area & health care monitoring, detection of forest fire, land slide detection, 

machine health monitoring, data logging etc.In WSN, large-scale network is the active topic of research. 

Hardware technology and designs are advancing with respect to changes in size, cost of digital circuitry and 

the Microelctro Mechanical System (MEMS). MEMS is a very compressed, independent and mobile node. 

Because of this node mobility, power consumption is a reduced. MEMS technology underlies Smart Dust. For 

bearing QoS to the client, numerous specialists proposed a lot many techniques to give QoS ensured directing 

to hybrid systems, they endeavor to enhance the system limit and dependability yet they avoid oblige in QoS. 

For this issue, our principle goal of this paper is to enhance the Quality of Service over hybrid wireless. This 

expects to build up the QoS based reliable architecture against the hybrid wireless routing issues. The 

framework likewise goes for giving both proactive and responsive answers for powerful routing. 

Keywords: Hybrid Network, Wireless Network, QoS Routing, delay, throughput, aggregation, multichannel, 

energy aware.  

INTRODUCTION 

 In Wireless Sensor Network, the 
data is being processed based on the data 
demand and usage by user. Data is 
managed by the central control station 
which is known as “base station” (BS). The 
BSs are generally placed fixed distance 
from the sensing nodes. The wireless nodes 
require additional energy to trans-receive 
data to and from the "BS". The WSN 
contains nodes which has very low battery 
life. A simple but energy efficient design 
for AODV Routing Protocol which makes 
some nodes silent without forwarding the 
redundant rebroadcasting of the Route 
Request Packets which is not used by any 
other node in the network for finding 
routes.  

This work propose a modified version 
of AODV termed as AODV HPR where 
certain nodes are assumed to be high 
energy transmission nodes known as High 
Power Routing (HPR) nodes utilized for 
routing. The route is established only 

through HPR nodes which are capable of 
communicating to long distance. This 
approach saves energy of the nodes by 
avoiding the redundant rebroadcasting of 
the route request packet. [4] AODV HPR is 
efficient energy consuming routing 
protocol with reduced routing overhead.  

 QoS optimization in wireless networks 
has been a topic of study for more than a 
decade now. While researchers have 
claimed to improve the QoS by using 
various optimization techniques like route 
optimization, selected node optimization, 
multichannel usage, and several others, but 
the study is still ongoing, and is a NP hard 
problem to solve. Thus, researchers can 
only provide a finite number of solutions to 
the problem, but the best solution is solely 
dependent on the technology in place, and 
will always keep on changing based on the 
advances in network optimizations. 

 One such solution is proposed in 
this paper, which uses a QoS aware routing 
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algorithm, a layer of compression and data 
aggregation & multichannel routing with 
the help of distance and energy measures. 
QoS aware routing usually refers to the 
field of routing where the routing protocol 
is developed in such a manner that the QoS 
parameters like end to end communication 
delay, throughput, energy & others are 
optimized.  

This is done by incorporating these 
parameters while selecting the route for 
communication. For example, if we need to 
optimize the delay and energy while 
routing, then the node selection process 
uses a metric like distance/energy, and then 
minimizes it for each of the selected node. 
Thus, the nodes with minimum distance to 
energy ratio are selected for routing, this 
ensures that the nodes selected are having 
lowest distance of communication, and 
have the highest energy of communication, 
thus if a node has high energy for 
communication, then it will have higher 
lifetime when compared to a node with 
lower energy, thereby improving the delay 
and the energy consumption of the 
network, thus optimizing the overall QoS 
of the network, and such a protocol is called 
as a QoS aware routing protocol. 

 In this paper, we have designed a 
novel protocol for QoS optimizing in terms 
of end to end communication delay, 
network throughput, network lifetime and 
network jitter, which is a measure of the 
delay consistency in the network. This is 
achieved by using a QoS aware protocol, 
and combining it with a multichannel 
distance to energy based data aggregation 
routing protocol.  

LITERATURE REVIEW 

In the research done by Ming Zhao [2] 
and team on low power and lossy networks, 
they have used a region based AODV 
routing protocol which is based on the P2P 
protocol of communication. The node 
discovery is restricted to a particular region 
based on the selected source and 

destination, thereby saving energy which is 
needed for node discovery in networks.  

They have obtained an improvement in 
both network delay and network lifetime by 
using the region based protocol. In contrast 
to this research, the work done by Marc 
Barcelo [3] and their team focuses on 
addressing the mobility in AODV by using 
position assisted metrics, wherein they 
apply the kalman filter for finding the 
nodes which will be used for routing. The 
paper introduces Kalman position based 
AODV protocol, which reduces the 
network load and thereby reduces the 
network cost and increases the overall 
network lifetime. 

  *Network dynamics: The 
majority of network architecture considers 
that the nodes are immobile, because very 
few network setups that utilizes mobile 
sensors. However, for sinks and CHs 
(gateways), it is necessary to offer mobility. 
When the mobility is achieved, it is 
important to optimize route stability along 
with the other network parameters as 
energy, bandwidth etc. Thus, it is very 
exciting to work with the routing messages 
from or to movable nodes. 

 *Node deployment: This 
parameter of routing protocol is application 
specific and modifies the performance and 
QoS parameters of the protocol. The 2 
types of the deployment are, first is 
deterministic and second is self-organizing. 
In first type, wireless sensors are deployed 
manually and a fixed path is used for the 
communication. In case of second type, the 
nodes are randomly placed in a scattered 
manner to form a network. In such 
networks, the placement of CH and sink 
node is crucial. This decides the energy of 
routing protocol along with the QoS 
parameters as efficiency and performance. 
In case of heterogeneous node distribution, 
it is difficult to activate the energy efficient 
network operations. 

  *Energy considerations: 
'Energy' is a crucial trait which is 
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compassionate by the route setting up 
process. This is mainly required during the 
infrastructure creation. The transmission 
power/energy for the WSN is actually high. 
It is in proportion to the square of distance 
or may be higher order. The power 
consumption for the direct communication 
is higher than the multi-hop routing. But, 
for MAC and topology management (TM), 
significant overheads are involved in multi-
hop routing. The direct routing may 
perform better, when the active nodes are 
very dense and close to each other/sink 
node. In general, the nodes are randomly 
placed over a region which is of interest, 
hence the multihop routing is unavoidable.  

 *Data delivery models: For the 
sink nodes, the model could be continuous 
delivery, event, query and hybrid models. 
The models can be determined by the use 
of the WSN. In continuous model, 
individual sensor communicates to nearby 
devices from time to time. In case of non-
continuous models, the broadcast of 
data/information is initiated when there is 
occurrence of an event or the sink fires a 
query. The hybrid model is formed by 
combining all the three models. Data 
delivery model impacts the routing 
protocol in terms of the energy and stability 
of the route. 

            *Node capabilities: In a WSN, 

different functionality can be associated 

with the wireless sensor nodes. There are 

three special functions such as sensing, 

communication and processing are 

performed by a node. The functionality is 

dependent on the type of the applications. 

They drain the energy of the node very fast. 

 *Data aggregation/fusion: Data 

aggregation is used by the node in WSN, if 

there are similar packets from many nodes. 

It is performed to reduce the transmission 

of the same packets. In the aggregation 

process, data from various transmitters are 

combined. It is done by suppression which 

means eliminating duplicate packets in the 

network.  

RESEARCH METHODOLOGY 

Our routing algorithm can be described as 

follows, 

 Deploy a network of N nodes placed 

randomly in an area of X x Y sq. 

meters 

 Select any source (S) and destination 

(D) from the network for routing 

process 

 Let the euclidean distance between 

node S and D be dref 

 Select all nodes from the network, 

where the following conditions are 

satisfied, 

 This filters in only those nodes which 

are in the routing path, and removes all 

other nodes 

 For each node in the path, evaluate the 

following metric, 

 Start the node selection from the 

source till the destination node is 

reached. Once reached, send the data 

on the selected path 

 Before sending the data, apply data 

aggregation at the source node 

 Split the aggregated data into k parts, 

where k is the number of channels 

available for routing 

 Send the data on all the k channels 

from the source node to the 

destination 

 Repeat this process for all 

communications 

 

The above algorithm makes sure that the 

data is sent from the source to destination 

with minimum delay, and minimum energy 

due to data aggregation, multichannel 

communication and incorporation of d/E 

factor in the routing process. The 

throughput is optimized as well due to 

improvement in delay and reduced packet 

loss due to multichannel communication. 

This makes sure that the packet is 

transmitted in the almost same timing 

interval as the previous packets, thereby 

reducing the jitter of the network. The 
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detailed result analysis is mentioned in the 

next section. 

RESULTS AND ANALYSIS 

 We simulated our routing protocol 

in the network simulator version 2.34 

environment, under the following network 

conditions, 

 We compared our proposed 

protocol with the AODV routing for the 

wireless network, and the following 

parameters were obtained, Similar 

comparisons were made for energy, packet 

delivery ratio, throughput and jitter. The 

following table shows the performance 

comparison for all the 5 parameters, 

 

 From the below table we can 

observe that the network delay has been 

minimized, the energy consumption has 

been reduced by maintaining a constant 

average packet delivery ratio and average 

throughput. The overall packet delivery 

jitter has also been slightly improved using 

the machine learning approach. The delay 

is reduced due to selection of minimum 

distance nodes for routing, while energy is 

reduced because of it's inclusion in the 

routing metric as an inversely proportional 

parameter.  

 Due to reduction in delay, the jitter 

is also reduced and thus it makes the 

network more reliable and consistent in 

terms of packet delivery times at the 

receiver. The PDR and throughput of 

AODV is already optimized, and thus there 

in minimal scope of improvement in that 

area. We recommend researchers to further 

evaluate this machine learning routing 

technique in order to check it's viability for 

the applications for which they would be 

designing the communication network. 

Conclusion 
  The proposed approach when 

applied to the wireless network gives a 

significant improvement in network 

performance,when compared with the 

recent de-facto AODV routing algorithm. 

The performance improvement to network 

lifetime is more than 25%, while the delay 

minimization is more than 20% for a wide 

variety of network simulation parameters. 

This causes the network throughput to 

reduce by an infinitesimal percentage 

which is admissible by the wireless 

networks, due to the fact that our algorithm 

increases the energy consumption 

efficiency for the network that can be used 

effectively by low power devices.  
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Abstract: Conversing with people having a hearing disability is a major challenge. Deaf and Mute people use 

hand gesture sign language to communicate, hence normal people face problems in recognizing their language 

by signs made. Hence there is a need for systems that recognize the different signs and conveys the information 

to normal people. We will try to design dataset of sign taken at different times of the day specifically to include 

different illumination conditions for alphabets in ISL which will be simple for recognition & gives accurate 

result. CNN requires less pre-processing therefore better for Indian sign language recognition and 

classification as there is no standard data set available for the study. 

Keywords: Indian Sign Language, Hand Gestures, Sign Language Recognition, Soft computing Techniques, 

CNN. 

1. Introduction 

Gestures are a component of non-vocal 

communication, in which body language 

sends specific messages instead of or in 

addition to speech. They are made through 

the movement of different body parts, i.e., 

typically hands, arms and face. Hand 

gestures are the most expressive and most 

frequently used, as they seem to be more 

natural and intuitive gestures for people in 

general. Their impact on the message of 

speech is extremely high. For example, 

within the context of emotional messages—

according to researcher Albert 

Mehrabian—both signals and gestures can 

carry up to a 55% of the message impact 

[1]. Humans have been using this type of 

nonverbal communication for over a 

million years, and even some of these basic 

signals have become universal gestures: 

moving one’s head to affirm or deny 

something, frowning to express annoyance, 

shrugging one’s shoulders to indicate that 

something is not being duly understood, or 

even those gestures inherited from the 

animal kingdom, such as showing the teeth 

to express aggressiveness. Nonverbal 

communication has developed in such a 

way, that some languages have been 

created from a series of gestures. Some 

examples are the sign languages used 

among deaf people or the universal signs 

used for aviation, diving or first aid. 

Conversing with people having a hearing 

disability is a major challenge. Deaf and 

Mute people use hand gesture sign 

language to communicate, hence normal 

people face problems in recognizing their 

language by signs made. Hence there is a 

need for systems that recognize the 

different signs and conveys the information 

to normal people. Identification of sign 

gesture is mainly performed by the 

following methods: Glove-based method, 

Vision-based method. Producing a model 

which can recognize Fingerspelling-based 

hand gestures in order to form a complete 

word by combining each gesture. Sign 

Language can be effectively promoted 

through media and awareness / 

sensitization programmes for people those 

who are working with deaf community and 

involving deaf community in various 

school/college activities. There have been 

numerous systems designed to interpret 

signs from images, but many problems are 

still faced by researchers in the field. Such 

challenges include the variation in size, 

position, shape and background of the 

hand, lighting, and the distance of the hand 

from the camera. Many studies have 

focused on the creation of sign language 

recognition systems by combining feature 

extraction methods with classification 

methods to identify hand poses. A famous AI 

approach is to regard a motion as the output of 

a stochastic process. Of this category of 

approaches, CNN has received the most 

consideration in the literature for classifying 

gestures [2]. 

 

2. Related work:  
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A Review on Indian Sign Language 

Recognition -Anuja V. Nair, Bindu. There 

are mainly two different approaches in sign 

language recognition - Glove based 

approach and vision-based approach. The 

first category requires signers to wear a 

sensor glove or a colored glove. The 

wearing of the glove simplifies the task of 

segmentation during processing. The 

drawback of this approach is that the signer 

has to wear the sensor hardware along with 

the glove during the operation of the 

system. Vision based approach uses image 

processing algorithms to detect and track 

hand signs as well as facial expressions of 

the signer. This approach is easier to the 

signer since there is no need to wear any 

extra hardware. Histogram of Edge 

Frequency (HOEF) is the best feature 

extraction technique [3]. Automatic Indian 

Sign Language Recognition for Continuous 

Video Sequence- Joyeeta Singha, Karen 

Das This paper describes a novel approach 

towards a system to recognize the different 

alphabets of Indian Sign Language in video 

sequence automatically. The proposed 

system comprises of four major modules: 

Data Acquisition, Pre-processing, Feature-

Extraction and Classification. Pre-

processing stage involves Skin Filtering 

and histogram matching after which Eigen 

vector-based Feature Extraction and Eigen 

value weighted Euclidean distance-based 

classification technique was used. 24 

different alphabets were considered [4]. 

Dynamic Hand Gesture Recognition Using 

the Skeleton of the Hand- Bogdan Ionescu, 

Didier Coquin, Patrick Lambert, Vasile 

Buzuloiu. Hand gestures can be divided 

into two main categories: static gestures 

and dynamic gestures. In this paper, a novel 

dynamic hand gesture recognition 

technique is proposed. They proposed 

gesture recognition method using both 

static and dynamic gesture [5]. Brightness 

Factor Matching for Gesture Recognition 

System Using Scaled Normalization- 

Mokhtar M. Hasan, Pramoud K. Misra. 

They used scaled normalization to 

recognize gestures using brightness factor 

matching. With a black background, 

thresholding techniques are used for 

segmenting the input images. At the X and 

Y axis origins, the coordinates of any 

segmented image are shifted to match the 

centroid of the hand unit and the image’s 

center mass is determined [6]. Indian Sign 

Language Recognition Using Eigen Value 

Weighted Euclidean Distance Based 

Classification Technique- Joyeeta Singha, 

Karen Das. In this paper researcher 

proposed a system using Eigen value 

weighted Euclidean distance as a 

classification technique for recognition of 

various Sign Languages of India. A new 

classification technique is used Eigen value 

weighted Euclidean distance between 

Eigen vectors which involved two levels of 

classification.  Classification based on 

Euclidean Distance; Classification based 

on Eigen value weighted Euclidean 

distance. The system comprises of four 

parts: Skin Filtering, Hand Cropping, 

Feature Extraction and Classification. 24 

signs were considered in this paper, each 

having 10 samples, thus a total of 240 

images was considered [7].  

3. Methodology 

Soft Computing Techniques: Soft 

computing is a collection of artificial 

intelligence (AI) computing techniques that 

gives devices human-like problem-solving 

capabilities. It includes the basics of neural 

networks, fuzzy logic, and genetic 

algorithms. Soft computing is more 

accurate than any other kind of computing. 

It uses the human mind as a role model.  

Convolution Neural Network: 

Convolution Neural Network is a feed 

forward Neural Network that is generally 

used to analyse visual images by processing 

data with grid like topology. A CNN is also 

known as “ConvNet”. Convolution 

operation forms the basis of any CNN. In 

CNN every image is represented in the 

form of array of pixel values. A 

convolution layer has a number of filters 

that performs convolution operation. Every 

image is considered as a matrix of pixel 

values. Sliding the filter matrix over the 

image and computing the dot product to 

detect pattern. Once the feature maps are 

extracted, the next step is to move them to 

ReLU layer. First it performs element wise 

operation and if there is a negative pixel 

sets all negative pixels to 0. This introduces 

non-linearity to the network. The output is 
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a rectified feature map. The rectified 

feature map now goes through a pooling 

layer. Pooling is a down-sampling 

operation that reduces the dimensionality of 

the feature map. Pooling layer uses 

different filters to identify parts of images 

like hand edges, hands corner, etc. 

Flattening is a process of converting all the 

resultant 2 dimensionality arrays from 

pooled feature map into a single long 

continuous linear vector. The flattened 

matrix from the pooling layer is fed as an 

input to the fully connected layer to classify 

the image. A convolutional neural network 

(CNN) is one of the most commonly used 

deep learning methods to analyse visual 

imagery. CNN involves less pre-processing 

compared to other image classification 

algorithms. The network learns the filters 

that are normally hand-engineered in other 

systems. The use of a CNN reduces the 

images into a format that is easier to 

process while preserving features that are 

essential for making accurate predictions. 

There are four types of operations in a 

CNN: convolution, pooling, flattening, and 

fully connected layers. The convolution 

layer usually captures low-level features 

such as color, edges, and gradient 

orientation. The pooling layer decreases the 

spatial dimension of the convolved feature. 

This operation reduces the required 

computational time for dealing with the 

data through dimensionality alleviation. 

Furthermore, it has the advantage of 

maintaining dominant features that are 

positionally and rotationally invariant 

during the model training process. After the 

input image has been processed the higher-

level features may be used for 

classification. Therefore, the image is 

flattened into a 1-D vector. In CNN, the 

flattened output is supplied to a fully 

connected layer. After training, using 

SoftMax classification, the model can 

provide probabilities of prediction of 

objects in the image. Backpropagation is 

used to train the network [8].  

 

Fig: Convolution Neural Network 

 

Step 1: Upload Dataset- Create a train/test 

set and scale the features. 

 

Fig: Indian Sign Language Dataset 

Step 2: Input layer- The input layer is the 

input of the whole CNN. In the neural 

network of image processing, it generally 

represents the pixel matrix of the image. 

Step 3: Convolutional layer- The 

convolutional layer is used to extract image 

features. Low-level convolutional layer 

extracts shallow features (such as edges, 

lines, and corners). High-level 

convolutional layer further learns abstract 

features through the input of low-level 

features. The convolutional layer obtains 

multiple feature activation maps by 

convolving the convolution kernel of a 

specific size with the previous layer. 

Step 4: Pooling layer- The next step after 

the convolution is the pooling computation. 

The pooling computation will reduce the 

dimensionality of the data. 
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Step 5: Fully connected layer- The fully 

connected layer is usually used in the last 

layers of the network, which can combine 

the information transmitted in the former 

layers to achieve the explicit expression of 

classification. The last layer of Fully-

Connected layers is used as the output layer 

(classifier) of the CNN architecture. 

Step 6: Output Layer- CNN's input image is 

passed over the layers of a convolutional 

layer, pooling layer, and fully connected 

layer, and it is finally passed through the 

classifier in the form of a category or 

probability. The FC layers take input from 

the final convolutional or pooling layer, 

which is in the form of a set of metrics 

(feature maps) and those metrics are 

flattened to create a vector and this vector 

is then fed into the FC layer to generate the 

final output of CNN. 

4. Conclusion:  
Convolution neural network is a powerful 

artificial intelligence tool. Convolution 

layer extract features from the data, pooling 

reduces dimensionality of data and next 

layer is used to combine the information 

obtained from the previous layer which will 

be passed next layer to it for classification. 

CNN requires less pre-processing therefore 

better for Indian sign language recognition 

and classification as there is no standard 

data set available for the study. 
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Abstract: Sarcasm detection in textual datasets has become a crucial research area due to its practical 

applications in several fields such as sentiment analysis, cyberbullying detection, customer service, humour 

detection, and political analysis. This paper presents a literature review of recent work done in textual 

sarcasm detection. We present a table summarizing the approach or model used, the dataset used for 

evaluation, and the evaluation metrics used in each study. The studies employ a variety of approaches and 

models, including feature engineering, RNNs, BiLSTMs, pre-trained transformer-based models, attention-

based models, and multi-task learning. The datasets used for evaluation include Twitter, Reddit, and Sarcasm 

Detection dataset from Amazon product reviews. Assessment metrics such as accuracy, precision, recall, F1-

score, and AUC-ROC are utilized to evaluate the performance of the model. The review provides insights into 

the state-of-the-art techniques used for sarcasm detection in textual datasets and identifies potential areas for 

future research. 

Keywords: Sarcasm detection, textual data, sentiment analysis, cyberbullying detection, customer service, 

humour detection, political analysis, feature engineering, RNNs, BiLSTMs, pre-trained transformer-based 

models, attention-based models, multi-task learning, Twitter, Reddit, Amazon product reviews, accuracy, 

precision, recall, F1-score, AUC-ROC, literature review. 

 

Introduction:  
Sarcasm detection is a vital task in Natural 

Language Processing (NLP) that has 

attracted significant research attention 

recently. Sarcasm is a type of figurative 

language in which the intended meaning of 

a sentence is opposite to its literal meaning. 

The detection of sarcasm in textual data is 

a challenging task due to the absence of 

explicit markers and the presence of 

contextual information. In this paper, we 

review the literature on sarcasm detection 

in textual datasets and discuss the different 

approaches proposed in the literature. 

Several approaches have been proposed in 

the literature for sarcasm detection in 

textual datasets. Some of the approaches 

are based on feature engineering, while 

others are based on deep learning 

techniques. One of the earliest approaches 

for sarcasm detection is based on the 

occurrence of specific lexical items or 

expressions that are indicative of sarcasm. 

For example, the use of words like "great" 

or "fantastic" in a negative sentence can be 

indicative of sarcasm. Another approach is 

based on the analysis of syntactic structures 

such as negation and irony markers. 

In recent times, advanced deep learning 

methodologies have been employed to 

identify sarcasm within textual datasets. 

These techniques include Convolutional 

Neural Networks (CNNs), Recurrent 

Neural Networks (RNNs), and 

Transformer-based models. CNN-based 

models have been used for sarcasm 

detection by treating the task as a binary 

classification problem. The CNN model 

extracts features from the input text and 

then applies convolutional layers to capture 

the context of the input. RNN-based 

models, on the other hand, are used to 

capture the sequential nature of textual 

data. The LSTM (Long Short-Term 

Memory) and GRU (Gated Recurrent Unit) 

models are widely used RNNs for sarcasm 

detection. Transformer-based approaches, 

like BERT (Bidirectional Encoder 

Representations from Transformers), have 

recently been utilized for detecting sarcasm 

in text by fine-tuning pre-existing language 

models on specific tasks. 

Evaluation Metrics: 
Various assessment metrics have been 

utilized in previous literature to appraise 

the effectiveness of sarcasm detection 

models. These measures comprise of 

accuracy, precision, recall, F1-score, and 

AUC-ROC (Area Under the Receiver 

Operating Characteristic Curve). While 

accuracy determines the overall 

performance of the model, precision and 

recall evaluate the model's ability to 

appropriately classify positive and negative 
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instances. F1-score, as a harmonic mean of 

precision and recall, provides an equitable 

evaluation of the model's performance. 

AUC-ROC quantifies the model's 

capability to differentiate between positive 

and negative instances. 

 

Literature review table: 
Authors Year Approach Dataset  Result 

 

Joshi et al. [1] 2017 Deep learning Twitter F1: 0.79 
 

Zhang et al. [2]  2018 Attention mechanism-
based 

Twitter F1: 0.78 
 

Ghosh et al. [3] 2017
  

Deep learning Twitter, Reddit  F1: 0.79-0.83 
 

Bamman and 
Smith [4] 

2015 Feature-based Twitter F1: 0.50 
 

Li et al. [5] 2018 Neural network  Twitter, Reddit F1: 0.79-0.80 
 

Iqbal et al. [6] 2017
  

Deep learning Twitter, Reddit, 
and StackExchange 

F1: 0.81-0.87 
 

Potash et al. [7] 2017
  

Deep learning Twitter F1: 0.71-0.79 
 

Mishra and Saini 
[8] 

2018 Deep learning Twitter F1: 0.78 

Zhang et al. [9] 2016 Recursive neural 
network 

Twitter F1: 0.72-0.74 

Amir and Litman 
[10] 

2017 Hybrid approach Twitter F1: 0.65-0.75 

Tayal and Mathur 
[11] 

2019 Hybrid approach Twitter F1: 0.82 

Gao et al. [12] 2020 Deep learning Twitter F1: 0.86-0.87 

Akhtar et al. [13] 2020 Transfer learning Reddit, Twitter, 
and StackExchange 

F1: 0.84-0.89 

Zhang et al. [14] 2020 Deep learning Twitter, Reddit, 
and StackExchange 

F1: 0.86-0.87 

Zhao et al. [15] 2021 Transformer-based Twitter F1: 0.88-0.89 

Zhang et al. [16] 2021 Pre-trained language 
model with knowledge 
graph 

Twitter, Sina 
Weibo, and Douyin 
(TikTok) 

F1: 0.907 

Chu et al. [17] 2021 Pre-trained language 
model 

Twitter, Reddit, 
and Amazon 
product 

F1: 0.894 

Fang et al. [18] 2021 Hybrid model with 
feature fusion 

Twitter F1: 0.896 

Yang et al. [19] 2021 Attention and graph 
convolutional networks 

Twitter F1: 0.902 

Chen et al. [20] 2022 Pre-trained 
transformer model 
with selective sampling 

Twitter, Sina 
Weibo, and Douyin 
(TikTok) 

F1: 0.935 

Hu et al. [21] 2022 Attention and graph 
neural networks 

Twitter F1: 0.917 

Zhao et al. [22] 2022 Pre-trained 
transformer model 
with multi-task learning 

Twitter, Sina 
Weibo, and Douyin 
(TikTok) 

F1: 0.914 
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Wu et al. [23] 2022 Pre-trained 
transformer model 

Twitter, Reddit, 
and Stack Exchange 

F1: 0.913 

Wang et al. [24] 2022 Pre-trained 
transformer model 
with data 
augmentation 

Twitter, Sina 
Weibo, and Douyin 
(TikTok) 

F1: 0.926 

 

Note: F1 refers to the F1 score, which is 

a commonly used metric for evaluating 

the performance of a machine learning 

model on a binary classification task 

such as sarcasm detection. The scores 

reported above are the highest reported 

by the respective authors on the 

respective datasets. 

 

Challenges and Future Directions:  

Although significant progress has been 

made in sarcasm detection in textual 

datasets, several challenges remain. One of 

the main challenges is the lack of large 

annotated datasets. Most of the existing 

datasets are small and domain-specific, 

which limits the generalizability of the 

models. Another challenge is the lack of 

explicit markers for sarcasm. Sarcasm can 

be expressed in different ways and can be 

influenced by the context in which it is 

used. Finally, the detection of sarcasm can 

also depend on the cultural and linguistic 

background of the users. 

In the future, it is important to develop 

larger and more diverse datasets for 

sarcasm detection. To guarantee the 

dependability and credibility of 

annotations, it is recommended to have 

multiple annotators annotate these  

 

datasets. Moreover, it is important to 

explore the use of multi-modal information 

such as audio and visual cues for sarcasm 

detection. Finally, the development of 

cross-lingual sarcasm detection models can 

help in overcoming the language and 

cultural barriers for sarcasm detection. 

Conclusion:  
In this literature review, we presented 

recent work done in sarcasm detection in 

textual datasets. The studies employ a 

variety of approaches and models, 

including feature engineering, RNNs, 

BiLSTMs, pre-trained transformer-based 

models, attention-based models, and multi-

task learning. The datasets used for 

evaluation include Twitter, Reddit, and 

Sarcasm Detection dataset from Amazon 

product reviews. Assessment metrics such 

as accuracy, precision, recall, F1-score, and 

AUC-ROC are employed to evaluate the 

performance of the models. This review 

offers a comprehensive outlook into the 

cutting-edge techniques for detecting 

sarcasm in textual datasets, while also 

highlighting potential avenues for future 

research. 
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Abstract: In Big data analytics has a huge amounts of data in the form of structured, unstructured, and semi-

structured data have been generated by various institutions around the world. Collectively  this heterogeneous 

data is referred to as big data. Big Data analytics can  improve patient outcomes, advance and personalize 

care, improve provider relationships with patients, and reduce medical spending. The application of big data 

in health care is a fast-growing field, with many discoveries and methodologies published in the last five years. 

Big data refers to datasets that are not only big but also high in variety and velocity, which makes them 

difficult to handle using traditional tools and techniques.  In this paper we implementing and comparative 

study of data mining classification techniques such as K-Nearest Neighbor, Naive Bayes, Decision Tree, 

Random Forest & Logistic Regression.  

 

Keywords: Big Data Analytics (BDA), Healthcare, K-Nearest Neighbor, Naive Bayes, Decision Tree, Random 

Forest & Logistic Regression. 

                                                                                                        

1. Introduction 
Big Data is a collection of data that 

is huge in volume, yet growing 

exponentially with time. It is a data with so 

large size and complexity that none of 

traditional data management tools can store 

it or process it efficiently. Big data is also a 

data but with huge size. 

The term Big data is referred to 

describe the exponential growth of the data 

flow in various sectors which is too large to 

process using the available traditional 

database and software techniques. Often 

big data is presumed to be scary, yet it is an 

explosion in the field of information. It 

helps to perform various analytics, which 

can make an impact on the economic 

growth, creating opportunities, improving 

efficiency over other organizations. This 

significant heap of data often defined as 

three-dimensional namely Volume, 

Velocity and Variety where some even 

define with Veracity. 

Volume: Data volume is a contribution by 

various factors. It can be transactional data, 

which is being used through the years, or 

the data flow over the social media. The 

volume of the data is the total quantities of 

the mass data within an organization. The 

volume of data generated in an organization 

increases daily at an unpredictable rate, 

which can be in peta bytes and zeta bytes 

on the production activities and the type of 

the organization. 

Velocity: This refers to the data in the total 

data transmitted currently in an 

organization or in motion. The speed of the 

data that an organization produce process 

and analyzes normally keep on 

accelerating. It influences the creation and 

delivery of the data from one point to the 

next. It is often time-sensitive. 

Variety: The variety, which is diverse in 

forms, type of data and its origin. It defines 

the complexity of the data, and the 

Occurrences of data. It is in any form like 

structured, semi-structured and 

unstructured data. Some forms of 

structured data are the Numerical data, 

traditional databases, business information 

and unstructured data like Audio, Video 

and Pictures. 

Veracity: Veracity, which is composed of 

the data that the organization is uncertain. 

It analyzes levels of forms of data credited 

on reliability. Organizations enactment of 

strategies to ensure quality and reliable data 

is normally hindered by factors such as 

weather and customer‘s reactions and 

purchasing decisions. 

Data Mining is a task of extracting 

the vital decision-making information from 

a collective of past records for future 

analysis or prediction. The information 

may be hidden and is not identifiable 

without the use of data mining. The 

classification is one data mining technique 

through which the future outcome or 

predictions can be made based on the 

historical data that is available. The 

medical data mining made a possible 

solution to integrate the classification 

techniques and provide computerized 
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training on the dataset that further leads to 

exploring the hidden patterns in the medical 

data sets which is used for the prediction of 

the patient’s future state. Thus, by using 

medical data mining it is possible to 

provide insights on a patient’s history and 

is able to provide clinical support through 

the analysis. For clinical analysis of the 

patients, these patterns are very much 

essential. In simple English, the medical 

data mining uses classification algorithms 

that are a vital part for identifying the 

possibility of heart attack before the 

occurrence. The classification algorithms 

can be trained and tested to make the 

predictions that determine the person’s 

nature of being affected by heart disease 

[1]. 

The supervised machine learning 

concept is utilized for making the 

predictions. A comparative analysis of the 

three data mining classification algorithms 

namely Random Forest, Decision Tree and 

Naïve Bayes are used to make predictions. 

The analysis is done at several levels of 

cross validation and several percentage of 

percentage split evaluation methods 

respectively. The Stat Log dataset from 

UCI machine learning repository is utilized 

for making heart disease predictions in this 

research work. The predictions are made 

using the classification model that is built 

from the classification algorithms when the 

heart disease dataset is used for training. 

This final model can be used for prediction 

of any types of heart diseases.[2][3] 

2. Literature survey 
A systematic review was 

conducted for obtaining related literature 

from various sources, focusing on the 

following aims.  

1. Determine the different perspectives to 

defining big data and its applications in     

healthcare.  

2. To explore the sources of Big Health 

Data.  

3. Discover Big Data analytical techniques 

and technologies in healthcare.  

4. Introduce approaches to reduce the 

challenges of implementing big data within    

healthcare.  

According to Ordonez [4]the heart disease 

can be predicted with some basic attributes 

taken from the patient and in their work 

have introduced a system that includes the 

characteristics of an individual human 

being based on totally 13 basic attributes 

like sex, blood pressure, cholesterol and 

others to predict the likelihood of a patient 

getting affected by heart disease. The data 

mining classification algorithms such as 

Decision Tree, Naive Bayes are utilized to 

make predictions and the results are 

analyzed on Heart disease database.  

Yilmaz, [5]have proposed a method that 

uses least squares support vector machine 

(LS-SVM) utilizing a binary decision tree 

for classification of cardiotocogram to find 

out the patient condition. 

Palaniappan, et al. [7] have carried out a 

research work and have built a model 

known as Intelligent Heart Disease 

Prediction System (IHDPS) by using 

several data mining techniques such as 

Decision Trees, Naïve Bayes and Neural 

Network.  

Data mining plays an important role in the 

field of heart disease prediction. [8] 

Medical Data mining has great potential 

like exploring the hidden patterns which 

can be utilized for clinical diagnosis of any 

disease dataset[9]. Several data mining 

techniques are used in the diagnosis of 

heart disease such as Naive Bayes, 

Decision Tree, neural network, kernel 

density, bagging algorithm, and support 

vector machine showing different levels of 

accuracies. Naive Bayes is one of the 

successful classification techniques used in 

the diagnosis of heart disease patients. 

Senthilkumar SA, Bharatendara K Rai, 

Amruta A Meshram, Angappa 

Gunasekaran, Chandrakumarmangalam S. 

et al., refers to as Healthcare Industry is one 

of the world’s biggest and widest 

developing industries. During, the recent 

years the healthcare management around 

the world is changing from disease-

centered to a patient-centered model. 

Unstructured data are growing very faster 

than semi-structured and structured data. 90 

percentages of the big data are in a form of 

unstructured data, major steps of big data 

management in healthcare industry are data 

acquisition, storage of data, managing the 

data, analysis on data and data visualization 

[10-11] 
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A. Fahad, N. Alshatri, Z. Tari, A. Alamri, I. 

Khalil, A. Zomaya, S.Foufou and Bourus 

et. al., Clustering algorithms have emerged 

as an alternative powerful meta-learning 

tool to correctly analyze the considerable 

volume of data generated by modern 

applications. In particular, their main goal 

is to categorize data into clusters such that 

objects are grouped in the same cluster 

when they are similar according to special 

metrics [13].  

3. Methodology 
This research paper is aimed 

towards identifying the best classification 

algorithm for identifying the possibility of 

heart disease in a patient. This work is 

justified by performing a comparative 

study and analysis using three classification 

algorithms namely Naïve Bayes, Decision 

Tree, KNN, Logistic Regression and 

Random Forest are used at different levels 

of evaluations. Although these are 

commonly used machine learning 

algorithms, the heart disease prediction is a 

vital task involving highest possible 

accuracy. Hence, the three algorithms are 

evaluated at numerous levels and types of 

evaluation strategies. This will provide 

researchers and medical practitioners to 

establish a better understanding and help 

them identify a solution to identify the best 

method for predicting the heart diseases 

[16,17].  

Data mining plays an important 

role in the field of heart disease prediction. 

[27] Medical Data mining has great 

potential like exploring the hidden patterns 

which can be utilized for clinical diagnosis 

of any disease dataset[28]. Several data 

mining techniques are used in the diagnosis 

of heart disease such as Naive Bayes, 

Decision Tree, and support vector machine 

showing different levels of accuracies. 

Naive Bayes is one of the successful 

classification techniques used in the 

diagnosis of heart disease patients. 

This is a comparative study on the 

efficiency of different data mining                  

techniques such as Logical Regression, 

Random forest, K-Nearest Neighbors, 

Decision Tree in predicting heart diseases.  

The result showed that heart 

diseases can be predicted with accuracy of 

above 90%. Cardiovascular diseases are the 

leading cause of death globally, resulted in 

17.9 million deaths (32.1%) in 2015, up 

from 12.3 million (25.8%) in 1990. It is 

estimated that 90% of CVD is preventable. 

There are many risk factors for heart 

diseases that we will take a closer look at.  

The main objective of this study is 

to build a model that can predict the heart 

disease occurrence, based on a combination 

of features (risk factors) describing the 

disease. Different machine learning 

techniques will be implemented and 

compared upon standard performance 

metric such as accuracy. The dataset used 

for this study was taken from UCI machine 

learning repository.  

 

 
Fig 1 : Age standard death rate per 100000 

females  

 

Prediction of heart diseases is a 

difficult and risky task. Since it is directly 

dependent on people's’ health, accuracy is 

a major factor. If not predicted accurately it 

can be disastrous. This research therefore 

focuses on the comparison of different data 

mining techniques to predict it. It shows the 

comparative analysis of the different 

methods. Cross validation error is used to 

compare the techniques. We choose 

Logical Regression, Random forest, K-

Nearest Neighbors, Decision Tree as they 

are the most widely used techniques in 

determining diseases. 

Check the correlation with target data 

Correlation Matrix 

Correlation analysis is a method of 

statistical evaluation used to study the 

strength of a relationship between two, 

numerically measured, continuous 

variables (e.g. height and weight) Store 

numeric variables in cname variable. 
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Figure 2: Correlation Matrix 

Correlation Analysis: 

There is no single feature that has a 

very high correlation with our target value. 

Also, some of the features have a negative 

correlation with the target value and some 

have positive. 

Data Preparation 

Total Among 303 data’s randomly 

242 are chosen for Training and 61 are 

chosen for Testing. 

 

 
 

Modeling and predicting with Machine 

Learning 

The main goal of the entire project 

is to predict heart disease occurrence with 

the highest accuracy. In order to achieve 

this, we will test several classification 

algorithms. This section includes all results 

obtained from the study and introduces the 

best performer according to accuracy 

metric. We have chosen several algorithms 

typical for solving supervised learning 

problems throughout classification 

methods. 

First of all, let's equip ourselves 

with a handy tool that benefits from the 

cohesion of SciKit Learn library and 

formulate a general function for training 

our models. The reason for displaying 

accuracy on both, train and test sets, is to 

allow us to evaluate whether the model 

overfits or underfits the data (so-called 

bias/variance tradeoff). 

 Logistic Regression 

Logistic regression is a 

classification algorithm used to assign 

observations to a discrete set of classes. 

Unlike linear regression which outputs 

continuous number values, logistic 

regression transforms its output using the 

logistic sigmoid function to return a 

probability value which can then be 

mapped to two or more discrete classes. 

Types of logical regression: 

 Binary (Pass/Fail) 

 Multi (Cats, Dogs, Sheep) 

Sigmoid function 

S(z)=1/1+e^−z 

 

 
 

Figure 3 : sigmoid function 

 
 

Accuracy score of Logistic 

Regression is: 85.25% 

Random Forest 

Random Forest is a supervised 

learning algorithm. Random forest can be 

used for both classification and regression 

problems, by using random forest regressor 

we can use random forest on regression 

problems. But we have used random forest 

on classification in this project so we will 

only consider the classification part. 

 
Accuracy score of Random Forest is 

86.9% 

 

Naïve Bayes 
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Naive Bayes is a classification 

algorithm for binary (two-class) and multi-

class classification problems. The 

technique is easiest to understand when 

described using binary or categorical input 

values. It is called naive Bayes or idiot 

Bayes because the calculation of the 

probabilities for each hypothesis are 

simplified to make their calculation 

tractable. Rather than attempting to 

calculate the values of each attribute value 

P (d1, d2, d3|h), they are assumed to be 

conditionally independent given the target 

value and calculated as P(d1|h) * P(d2|H) 

and so on. This is a very strong assumption 

that is most unlikely in real data, i.e. that 

the attributes do not interact. Nevertheless, 

the approach performs surprisingly well on 

data where this assumption does not hold. 

MAP(h) = max(P(d|h) * P(h)) 

 
 

K-Nearest Neighbor 

We can implement a KNN model 

by following the below steps: 

1. Load the data 

2. Initialize the value of k 

3. For getting the predicted class, iterate 

from 1 to total number of training data 

points 

 Calculate the distance between test 

data and each row of training data. 

Here we will use Euclidean 

distance as our distance metric 

since it’s the most popular method. 

The other metrics that can be used 

cosine, etc. 

 Sort the calculated distances in 

ascending order based on distance 

values 

 Get top k rows from the sorted 

array 

 Get the most frequent class of these 

rows 

 Return the predicted class 

 

 
 

Decision Tree 

Assumptions while creating Decision 

Tree 

 At the beginning, the whole 

training set is considered as the 

root. 

 Feature values are preferred to be 

categorical. If the values are 

continuous then they are 

discretized prior to building the 

model. 

 Records are distributed recursively 

on the basis of attribute values. 

 Order to placing attributes as root 

or internal node of the tree is done 

by using  statistical approach  
 

 

The popular attribute selection measures 

 Information gain 

 Gini index  

 
 

The accuracy on the training set is 

100%, while the test set accuracy is much 

worse. This is an indicative that the tree is 

overfitting and not generalizing well to new 

data. Therefore, we need to apply pre-

pruning to the tree. We set max depth=3, 

limiting the depth of the tree decreases 

overfitting. This leads to a lower accuracy 

on the training set, but an improvement on 

the test set. 
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Fig4: Decision Tree 

4.  Performance and Results 

Table 1: Accuracy Score of all Algorithm 

 
 

Fig 4 : Comparison of machine learning 

algorithm 

 
Figure 5 : Accuracy Scores of all 

Algorithms 

5. Conclusion 
This comparative study we 

performed using data mining techniques. 

From logistic regression, KNN, Naive 

Bayes, Decision Tree, Random forest are 

used to develop the system. Random Forest 

proves the better results and assists the 

domain experts and even the person related 

to the medical field to plan for a better and 

early diagnosis for the patient. This system 

performs realistically well even without 

retraining. Table shows the Random Forest 

has better accuracy than the other 

techniques. 

This is the most effective model to 

predict patients with heart disease and 

produce answer of complex queries, each 

with its own strength with respect to ease of 

model interpretation, access to detailed 

information and accuracy. 
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Abstract: The Backpropagation (BP) learning algorithm is currently the most popular supervised learning rule 

for performing pattern classification tasks in Artificial Neural Networks. A wide range of applications, including 

image compression, pattern recognition, time series forecasting, sequence identification, data filtering, and other 

cognitive processes carried out by the human brain, have seen tremendous success with it. In this paper, we give 

an introduction to ANN and BP algorithms and its working. 
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Introduction 

    The development of applications for 

artificial neural networks has been the subject 

of extensive research over the past few 

decades (ANNs). The concept of ANNs was 

developed by rationalizing the learning 

processes of the human brain. Artificial 

neurons, which are comparable to the 

biological neurons in the brain and are 

utilized for information processing, assist 

Artificial Neural Networks (ANNs) function. 

The most often used supervised learning rule 

for pattern categorization problems at the 

moment is the backpropagation (BP) learning 

algorithm. The BP algorithm moves the error 

between the desired signal and the output of 

the network backward through the network. 

Following the provision of an input pattern, 

the network's output is then evaluated against 

a predetermined target pattern, and the error 

of each output unit is determined. A closed-

loop control system is developed as a result 

of the erroneous signal being transmitted 

backward.  

 

Artificial Neural Network: 
  The study of neural networks is derived 

from the study of the human brain. How does 

the brain function to make decisions, and 

store patterns, and how does a brain learn to 

recognize objects? According to the study, 

each neuron in the human brain connects to 

up to 104 synapses and has an average 

number of 3X1010 different types of neurons, 

also known as decision components. 

Artificial neural networks are primitive 

electronic models based on the brain's neural 

network architecture. The fact that neural 

networks are made up of numerous neurons, 

each of which processes information both 

separately and simultaneously, makes them 

appealing. All of the neurons are linked by 

synapses that have different weights. As a 

result, parallel distributed processing systems 

are what neural networks actually are. 

 

The Neural Network Architecture 

The connection weight matrix W = [wij ], 

where wij denotes the connection weight 

from node i to node j, is used to describe the 

network architecture. There is no connection 

between nodes I and j when wij = 0. One can 

implement many network topologies by 

setting the connection weights between nodes 

to zero. In general, all artificial neural 

networks have the topology or structure 

depicted in the figure. 
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Figure 5:A basic neural network diagram 

 

 
Figure 6: The general structure of a neural 

network 

 

Input, hidden, and output layers are 

the three standard sorts of layers that the 

majority of applications require networks to 

have. In real-time applications, the layer of 

input neurons either gets the data directly 

from electronic sensors or through input files. 

The output layer transmits data to other 

devices, such as mechanical control systems, 

secondary computer processes, or the outside 

world. There may be a lot of hidden layers 

between these two layers. Many of the 

neurons in various interconnected structures 

are found in these internal layers. 

 

Pattern Recognition Using Back 

Propagation Neural Network 
Backpropagation is a well-liked 

training method for feedforward neural 

networks. It establishes the gradient of the 

loss function in relation to the weights of the 

network.Compared to just directly 

calculating the gradient for each weight, it is 

far more efficient. Multi-layer networks are 

typically trained using gradient methods, 

including variations like gradient descent or 

stochastic gradient descent, which update 

weights to minimize loss as a result of this 

effectiveness. In order to avoid duplicating 

the computation of intermediate terms in the 

chain rule, the backpropagation method 

calculates the gradient of the loss function 

with respect to each weight layer by layer, 

iterating backward from the last layer, and 

applying the chain rule. 

 

Back-propagation networks provide 

a very effective method for performing 

supervised nonlinear classifications. This 

learning can be enhanced by presenting the 

network examples which exploit the 

boundaries of n-dimensional feature space. 

Presenting a network with examples of this 

nature provides an increased opportunity for 

learning the functional relationships 

governing these boundaries. This strategy for 

choosing training prototypes is supported by 

the principal component analysis in statistics 

where the eigenvalues of a covariance matrix 

are used to locate the direction of maximum 

variance in feature space. However, deriving 

principal components by either conventional 

numerical methods or neural network 

methods is computationally expensive. A 

new method of feature ranking has been 

developed assuming the vector components 

are statistically independent. A method has 

been developed, so that network can be 

trained to capture the mapping explicitly in 

the set of input-output pattern pairs collected 

during an experiment a technique has been 

developed that allows the network to be 

trained to explicitly capture the mapping in 

the set of input-output pattern pairs gathered 

during an experiment while also anticipating 

that it will mod the unidentified system for 

function from which predictions for new or 

untrained sets of data can be made. A roughly 

interpolated version of the output pattern 

class corresponding to the input learning 
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pattern near the specified test input pattern 

would be the potential output pattern class. 

This method involves the back propagation-

learning rule based on the principle of 

gradient descent along the error surface in the 

weight space. This algorithm is used for the 

training of a supervised multi-layer feed-

forward neural network so that the network 

could be trained to capture the missing 

implicit pattern and generate the 

classification for different features in the 

given set of input-output pattern pairs. 

 

Training in Back Propogation 
 

The backpropagation algorithm is stated as 

follows:  

1) The backpropagation algorithm operates 

in two phases: In order to train the network 

with a preset set of data classes, training 

data samples must first be delivered at the 

input layer. In the end, during the testing 

phase, the input layer is given the random 

test data to forecast the patterns that will 

be implemented. 

2) The network already knows the desired 

outcome because this technique is based 

on the supervised learning approach. The 

difference between the computed and 

desired results is back propagated to the 

input layer in the event of a discrepancy, 

allowing the perceptrons' connection 

weight functions to be changed to bring 

the error within the acceptable error 

tolerance factor range. 

3) This technique can work in batch mode, 

where the weight updates happen after 

several consecutive propagations, or 

incremental mode, where each propagation is 

immediately followed by a weight change. 

Batch mode is typically preferred over 

incremental mode since it requires less time 

and fewer propagative iterations. With this 

technique, the input layer displays a pattern. 

The neurons in the following layer—which is 

actually the buried layer—transmit the 

pattern activations. The activations dictated 

by the weights and the inputs are combined 

with a threshold function to produce the 

outputs at the hidden layer neurons.The 

threshold (saturation)function is computed 

as: 1/ (1 + exp(-x)) where x is the activation 

function value which is computed by 

multiplying the weight vector with the input 

pattern vector. 

4) The neurons in the output layer receive 

input from the hidden layer's outputs, 

which are once more processed using the 

saturation function. 

5) Activations from the output layer are 

ultimately used to calculate the network's 

final output. 

6) The weights of the connections between 

the hidden layer and the output layer are 

adjusted depending on the comparison of 

the computed pattern and the input 

pattern. If there is a difference, an error 

function for each component of the 

pattern is determined. The connection 

weights between the input and hidden 

layers are calculated in a manner akin to 

that of the output error. The operation is 

continued until the error function 

approaches the range of the error 

tolerance factor selected by the user. 

7) This algorithm's simplicity and 

suitability to offer a solution to all 

complex patterns make it advantageous 

to employ. Moreover, depending on the 

quantity of input-output data included in 

the layers, this algorithm's execution is 

quicker and more effective. 

 

 

 

Working of Backpropagation: 

Supervised learning is a technique used by 

neural networks to produce output vectors 

from input vectors on which the network is 

based. If the result does not match the created 

output vector, it compares the generated 

Figure 7 Working of BP 
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output to the desired output and creates an 

error report. The weights are then adjusted in 

accordance with the bug report to produce the 

results you want.  

 

Steps: 
1. Using the preconnected path, input X is 

received. 

2.  True weights W are used to model the 

input. Typically, weights are selected at 

random. 

3. Determine each neuron's output from the 

input layer via the hidden layer and 

finally to the output layer. 

4.  Determine the output error. 

Actual Output - Intended Output = 

Backpropagation Error 

5. Return to the hidden layer from the 

output layer and change the weights there 

to reduce the error. 

6. Keep going through the process until the 

desired result is obtained. 

Each input layer node is linked to a 

hidden layer node, and each hidden layer 

node is linked to an output layer node. Every 

connection carries some weight, typically. 

The network's input layer is a representation 

of the unprocessed data that is transferred 

there. This section of the network never 

modifies its values. Every single input is 

copied and sent to the nodes in the hidden 

layer of the network. Data from the input 

layer is received by the hidden layer. Data 

from the input layer is received by the hidden 

layer. The new value is then sent to the output 

layer, but it will also be modified by some 

weight from the link between the hidden and 

output layers. It starts with input values and 

adjusts them using some weight value. The 

output layer analyses data from the hidden 

layer and generates an output. The activation 

function then processes this output. 

 

Conclusion: 
Neural Network is an interconnected network 

that resembles the human brain network. The 

most important characteristic of a Neural 

Network is its ability to learn. A neural 

network model could be created to help with 

classifying new data when presented with a 

training set in a form of supervised learning 

where input and output values are known. 

Outputs that are achieved by using Neural 

Networks are encouraging, especially in 

some fields like image compression. In the 

last two decades, neural networks have 

gained more and more attention. The benefits 

of NN include its ability to adapt to new 

scenarios, fault tolerance, and ability to 

handle noisy data. The Back Propagation 

algorithm is the most popular algorithm used 

in the implementation of a Neural Network. 

It is one of the main reasons why Neural 

networks are becoming so popular. 
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Abstract: A wide range of data mining methods have been put forth for discovering insightful patterns in 

text sources. However there is still much to be learned, particularly in the field of text mining, about how to 

use and update patterns that have been found. They all have issues with polysemy and synonymy because the 

majority of existing text mining techniques utilized term-based methodologies. The notion that pattern-based 

techniques should outperform term-based ones has been held by many throughout the years, yet numerous 

trials have refuted this claim. In this strategy, we applied a cutting-edge and powerful pattern discovery 

technology that combines the processes of pattern deploying and pattern evolving, to enhance the efficiency 

of employing and updating found patterns for discovering pertinent and fascinating information. 

Keywords:  Text Mining, Pattern Mining, Pattern Taxonomy, Pattern Evolution 

 

 

1. Introduction 

Information discovery and data processing 

have drawn a lot of attention as a result of 

the increase of knowledge that has been 

made available in recent years, and there is 

a pressing need to transform this 

knowledge into useful data and knowledge. 

The use of information and information 

retrieved from an excessive amount of data 

can benefit several applications, including 

market research and corporate 

management. Information discovery is 

considered as a way of nontrivial data 

extraction from enormous databases, 

information that is implicitly granted inside 

the knowledge, previously unknown, and 

likely valuable for users. Data mining is a 

crucial phase in the process of finding 

knowledge in databases. 

1.1 Text mining  

The technique of extracting high-quality 

data from text is known as text mining, 

which is also referred to as text data 

processing or text analytics. The creation of 

patterns and trends using techniques like 

applied statistical pattern learning is often 

how high-quality data is obtained. Text 

mining often requires arranging the input 

text to explain trends in the structured data, 

followed by output analysis and 

interpretation. In text mining, the term 

"high quality" usually connotes a certain 

ratio of connection, uniqueness, and 

interest. Typical text mining tasks include 

concept/entity extraction, document 

accounting, text categorization, text 

clustering, sentiment analysis, and entity 

relation modelling (i.e., learning relations 

between named entities). 

 
Data retrieval, lexical analysis to analyse 
word frequency distributions, annotation, 
pattern recognition, data extraction, data 
processing methods along with link and 
association analysis, and predictive 
analytics are all part of text analysis. The 
overarching objective is essentially to 
demonstrate how text may be transformed 
into information for analysis through the 
use of linguistic communication processes 
and analytical techniques. A common use 
involves scanning a collection of 
documents with a high degree of linguistic 
communication, modelling the document 
set for predictive classification functions, 
or adding the knowledge gained to an 
information or search index. 

 
Text mining is the process of extracting 

intriguing data from text documents. 

Finding the right information (or features) 

in text documents to help people find what 

they need is a challenging problem. In the 

first, information retrieval (IR) offered a 

number of term-based solutions to this 

problem, including Rocchio and 

probabilistic models [4], rough set models 

[2], BM25, and SVM-based filtering 

models [4]. The advantages of term-based 

methods include economical process 
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performance as well as term weight 

theories that have been around for a while, 

developed by the IR and machine learning 

groups. 

 

The problems of equivocalness and 

synonymy, where equivocalness denotes 

that a word has many meanings and 

semantic connection is when numerous 

terms have the same meaning, plague term-

based techniques, though. The respondent 

is unsure of what users want given the 

linguistic meanings of the several phrases 

they have uncovered. People have long held 

the belief that because phrases may include 

more "semantics"-like information than 
terms, they may perform better than term-

based techniques. In the history of IR, this 

theory hasn't fared particularly well. 

Despite the fact that phrases are less 

ambiguous and more discriminative than 

individual terms, the discouraging 

performance is likely due to the following 

factors: 1) phrases' inferior applied 

mathematics properties to terms; 2) their 

low frequency of occurrence; and 3) there 

are a unit giant numbers of redundant and 

creaking phrases among them. 

 

 1.2 Pattern mining 

Information Hiding is "pattern mining". 

Finding patterns in data is a step in the data 

mining process. Patterns in this situation 

usually imply that association rules. 

Decomposition of an enormous system is 

required. A system can be broken down 

into collaborating objects as a method of 

decomposition. A first-cut rough model in 

large systems could produce hundreds or 

even thousands of potential objects. In 

general, additional refactoring produces 

object groupings that provide associated 

types of services. A overlay design is 

produced once these teams are 

appropriately segmented and their 

interactions are consolidated. 

 

A wide range of knowledge mining 

approaches have been developed during the 

last ten years to handle various information 

needs. Association rule mining, frequent 

item mining, sequential pattern mining, and 

closed pattern mining are all included in 

these methods. Victimization information 

mining techniques provide a 

disproportionately wide range of patterns, 

and how to use and update these patterns is 

still an unresolved analytical problem. 

Focus on the development of an 

information discovery model in this 

research so that it can be applied to text 

mining to efficiently use and modernise the 

patterns that have been found. 

2.Related Work 

By collecting coincident terms as 
descriptive phrases from text collections, 
text analysis techniques are applied in [3]. 
The effectiveness of text mining systems 
that use phrases as text representation, on 
the other hand, did not much improve. The 
most likely explanation was that, as stated 
in [4], a phrase-based approach had "lower 
consistency of assignment and decreased 
document frequency for terms". 
Nevertheless, several ideas for text 
representations were supplied through 
term-based metaphysics mining 
techniques. Hierarchical clustering, as an 
illustration [8], [2], was frequently used to 
confirm synonymy and semantic 
connection links among keywords. 
Moreover, the term-based metaphysics 
mining process was enhanced by the 
introduction of the pattern progress 
technique in [5]. 
 
For many years, pattern mining has 
received a lot of attention in the knowledge 
mining communities. A variety of cost-
effective methods are proposed, including 
prefix span fp-tree, spade, and a priori-like 
technique [2]. These research projects 
have mostly focused on creating efficient 
mining algorithms for identifying patterns 
in a vast information pool. In the field of 
text mining, however, identifying useful 
and interesting patterns and rules remained 
a challenge [6]. Pattern mining techniques 
are frequently used to identify different 
text patterns, such as ordered patterns, 
frequent item sets, coincidental terms, and 
several grammars, in order to develop an 
example using these new types of options. 
The challenge lies in figuring out how to 
efficiently handle the enormous number of 
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patterns that have been uncovered. Closed 
ordered patterns can help with the 
challenging problem that have been used 
for text mining in [5] that projected that the 
concept of closed patterns in text mining 
was helpful and had the potential for 
raising the performance of text mining. 
Pattern taxonomy model was additionally 
developed to improve the efficiency by 
effectively exploitation closed patterns in 
text mining. Moreover, a two-stage model 
used each term-based strategies and 
pattern based methods was introduced in to 
considerably improve the performance of 
data filtering. 

 

 

3. System Model 
 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                                                            
Fig. 1. Overall System Model 

 

 

 

4. Proposed System 

4.1 Pattern Taxonomy Model(PTM) 

PTM takes into account two primary stages. 

The first step, which will be covered in this 

chapter, is learning how to extract helpful 

terms from text documents. The 

effectiveness of a knowledge discovery 

system is then improved in the second 

stage, which will be shown. 

In PTM, a text is divided into a number of 

paragraphs, and each paragraph is treated as 

a separate transaction made up of a specific 

set of words. The next step is to use data 

mining to extract common patterns from 

these transactions and create taxonomies 

for those patterns. Using a suggested 

pruning method throughout the pruning 

phase allows for the elimination of 

redundant and non-meaningful patterns. 

 

4.2 Pattern Pruning 

The issue with using any of the available 
algorithms to locate every sequential 
pattern in a dataset is the sheer volume of 
patterns that are produced. The majorities 
of these patterns are regarded as 
meaningless and must be removed. By 
deleting unnecessary patterns, an 
appropriate pruning technique can be 
utilized to solve this problem. This will 
reduce the dimensionality as well as the 
impact of noise patterns. Since most of the 
sub-sequence patterns in closed patterns 
have the same frequency, or always occur 
together in the document, closed patterns 
are defined in this research effort as 
significant patterns. For instance, in Fig. 2, 
the pattern and appear twice in the 
manuscript since their frequency is two. 
Sequential closed pattern mining, 
sometimes known as SPM, is described as 
SCPM. The algorithm and setting 
minimum support to be 0.6, a list of the 
entire closed or non-closed sequential 
pattern can be returned and their results are 
shown in table 1. 

 

4.3 Using Discovered Pattern 

The next issue is how to employ these 
found patterns is the next challenge. By 
employing a weighting function to give 

  Non-closed Closed Pattern 

Pattern Pattern  
Dp1 <t2><t4> <t1><t3><t5> 

   
Dp2 <t1,t2><t1,t3> <t2,t3><t2,t4> 

  <t5,t3> 
Dp3 none <t1,t2,t3> 
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each pattern a value based on how 
frequently it occurs, there are numerous 
methods to use patterns that have been 
discovered. The results of one strategy's 
implementation and evaluation showed 
that utilising confidence as the pattern 
measure surpassed the usage of support. 
This strategy proposed a pattern mining 
method that handled each discovered 
sequential pattern as a whole item 
dividing it into a group of separate words. 

 
4.4 Pattern Deploying Method 

In this, propose two novel approaches 
with the attempt of addressing the 
drawbacks which is caused by the 
inadequate use of discovered patterns. The 
properties of pattern (support and 
confidence) used by data mining based 
method in the phase of pattern 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                                                                                        

 

 

 

 
Fig 2. Pattern deploying approach 

 
In the stage of using discovered pattern, 
discovery is not appropriate to be accepted. 
Reevaluating the property in this  
 
 
Table 1: Patterns 
 
way involves placing them in a shared 
hypothesis space based on how well they 
correlate with the pattern taxonomies. The 
technique of pattern deploying based on 
support is introduced after the introduction 
of a core mechanism, the pattern deploying 

method, to implement patterns deploying 
(PDS). 

 
Two problems are inescapable when 
using these patterns: 

 
1) How to avoid the low-frequency 
problem and emphasis the 
importance of particular patterns. 
2) How to remove interference 
caused by common patterns, which 
are frequently high frequency. 

  4.5 Pattern Evolving 

In this part, we'll go over how to shuffle 

term supports across conventional d-pattern 

supported negative documents in the 

coaching set. Due to the low-frequency 

flaw, the strategies will be useful in 

reducing the aspect impacts of streaky 

patterns. Since it only modifies a pattern's 

term supports intermittently, this method is 

referred to as inner pattern evolution. 

Documents are often categorised into 

pertinent or orthogonal classes using a 

threshold. Using the d-patterns, the 

threshold may be described. 

 

Fig.3 Pattern Evolving Approach 

 

5. Algorithm And Discussion 

 
5.1 Procedure 
 

1) System starts from one of the 
topic and retrieve from dataset 
with regard to training set, such 
as file list and the number of 
documents.  
 

2)  Each document is preprocessed 
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with word stemming and stop 
word removal and transformed 
into a set of transaction based on 
its nature of document structure.  
 

3) Systems select one of pattern 
discovery algorithm to exact 
pattern. Discovered pattern are 
deployed into a hypothesis space 
using one of the proposed 
deploying methods. If required, 
the pattern evolving process is 
used to refine patterns.  

 
4) A concept represent the context of 

the topic is eventually generated. 

Each document in the test set is 

assessed by the document 

evaluation method and the 

experimental result .system ends 

for this topic and repeats the above 

steps for the next topic if required. 
 

a. Pattern Discovery 
The SCPM method is chosen as a mining 
mechanism in order to find frequent 
sequential closed patterns from 
transactions. Each document now is 
represented by pattern taxonomies which 
consist of discovered patterns. 

 
b. Pattern Deployment  
Pattern evolving method DPE and IPE 
undertake different processes in this step. 
For DPE, the deployment of pattern is 
processed as usual and deployed patterns 
are generated and passed to the subsequent 
step. However for IPE, there is no need for 
patterns to be deployed before they are 
evolved. In terms of pattern deploying, 
either PDM or PDS can be selected to 
perform the task. 

 
c. Pattern Evolution 
DPE and IPE are the two methods for 
pattern evolution. Both strategies require 
the data from the adverse documents (nds). 
The IPE technique processes the job 
directly on the non-deployed patterns, the 
results from the stage of pattern discovery, 
which is referred to as pattern level 
evolution. The DPE method evolves 
patterns based on the deployed patterns, 
which are considered as term level 
evolution. 
 

In relation to the development as internal 
evolving is applied, and as a result, the 
price of Ratio described above. As we can 
see, there is a direct correlation between the 
degree of progress and the score of 
magnitude relation. Meaning that if more 
qualifying negative papers are found to be 
in need of correction, more advancement 
will be possible. Otherwise put, the 
expected result will be achieved by 
mistreatment the proposed approach. 
 

6. Conclusion 
Over the past ten years, numerous data 

mining strategies have been proposed. 

These methods include closed pattern 

mining, maximal pattern mining, sequential 

pattern mining, frequent itemset mining, 

and association rule mining. Nevertheless, 

applying this learned information (or 

patterns) to text mining is challenging and 

inefficient. 

 

The cause is that not all frequent short 

patterns are helpful, while some useful long 

patterns with high specificity lack support 

(i.e., the low-frequency issue). As a result, 

incorrect interpretations of patterns 

discovered via data mining techniques 

result in inefficient performance. The low-

frequency and misunderstanding issues 

with text mining have been addressed by an 

efficient pattern discovery method. The 

suggested method fine-tunes the patterns 

found in text documents using two 

processes: pattern deploying and pattern 

evolving. 
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Abstract: Evaluation of engine performance activity using the pure diesel and with the various proportion 

of diesel blend is a complex phenomenon. There are many factors like Diesel index, Cetane Number, Calorific 

Value, Time, Mass of fuel, bore diameter, Stroke Cubic capacity, Flue tank capacity, Engine speed affecting 

the performance of diesel engine. To study interaction of these independent variables on the dependent 

variables such as brake thermal efficiency in engine performance experimental data-based modeling is 

proposed. This developed mathematical model is used to find the interference based on the indices of each pie 

terms involved in the experimentation. Thus, mathematical model is used to identify the performance of the 

engine which further optimized the experimentation in cost and time involved during the experimentation. 

Keywords: Engine, ANN, Mathematical Model, Thermal Efficiency, Performance 

 

1. Introduction: 

The experimental studies to be carried for 

such investigations needs proper planning. 

Normally large numbers of variables are 

involved in the such experimental studies. 

It is expected that the influence of all the 

variables and parameters be studied 

economically without sacrificing the 

accuracy by reducing the number of 

variables to few dimensionless terms 

through the technique of dimensional 

analysis. Theory of engineering 

experimentation is a study of scientific 

phenomenon which includes the analysis 

and synthesis of the scientific phenomenon. 

The study may include theoretical approach 

and experimental approach. In theoretical 

approach apply the laws of mechanics and 

physics which include (i) Force balance, (ii) 

Momentum balance, (iii) Energy balance 

and (iv) Quantity balance. Effects of 

several independent variables on complex 

process are studied to formulate the 

process.  

2. Performance Evaluation of 

Engine 

        There are three factors that influence 

the chemical stability of oil: temperature, 

oxygen availability, and catalyst presence. 

The performance of engine which is fueled 

with blends are evaluated in terms of Brake 

thermal efficiency. 

 The diesel engine run was 

conducted with diesel engine. The result 

obtained was fueled with blends oil and 

diesel fuel varying proportion such as 

10:90, 20:80, 25:75, 30:70, 40:60. The run 

were covered under varying load of 10 kg, 

15 kg, 20 kg. The performance of engine 

was evaluated on the basis brake thermal 

efficiency (BTE). The variables affecting 

the effectiveness of the phenomenon under 

consideration are blends of treated 

transformer oil with diesel and performance 

characteristic. The dependent or the 

response variables is Brake thermal 

efficiency (Bth). Dependent and 

independent variables for the diesel engine 

involved performance of diesel engine are 

present in Table 1. 

Table 1: Independent & Dependent 

Variables 
Sr. 

No. 

Description variables Symb

ol 

1 Load on 

engine 

Independent L 

2 Blend Independent B 

3 Flash point Independent Fp 

4 Aniline 

point 

Independent Ap 

5 Cubic 

capacity 

Independent Cc 

6 Flue tank 

capacity 

Independent Fc 

7 Engine 

speed 

Independent N 
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8 Brake 

thermal 

efficiency 

Dependent Bte 

3. Establishment of Dimensionless 

Group of  terms 
These independent variables have been 

reduced into group of  terms. List of the 

Independent & Dependent  terms of the 

face drilling activity are shown in Table 2 

and Table 3:  
 

Table 2: Independent Dimensionless  

terms 
Sr. 

No. 

Independent 

Dimensionless 

ratios 

Nature of basic 

Physical Quantities 

01 1=[([Cv1/2 Vi/ 

Bd])  

 

Specification related 

to blend formation 

and time 

02 
2= [([Cv1/2 

Bd2  D  

Specifications of 

fuel consumption 

and engine load 

03 
3= [([Apig 

Specifications of 

fuel characteristic  

04 4=[([Sl/ Bd])(  Engine specification 

 

Table 3: Dependent Dimensionless  

terms  
Sr. 

No. 

Dependent 

Dimensionless 

ratios or  terms 

Nature of 

basic 

Physical 

Quantities 

01 Z1 = [Bte] 
Brake thermal 

efficiency 

 

4. Formulation of Experimental 

Data Based Model: 

Four independent  terms (1, 2, 3, 4 ) and 

two dependent  terms (Z1, ) have been 

identified for model formulation of field 

study. 

Each dependent  term is a function of the 

independent  terms, 

 Z1 = function of (1, 2, 3, 4) 

 Where, 

Z1 = D1, First dependent  term= Bte 

The probable exact mathematical form for 

the dimensional equations of the 

phenomenon could be relationships 

assumed to be of exponential form. 

(Z) = K* [([Cv1/2 ] a,   [([Cv1/2])]b,   

[([Apig])] c,    [([Sl/ d3])] d                                      

5. Model formulation by identifying 

the Curve fitting constant & 

Various Indices of  terms: 
The multiple regression analysis helps to 

identify the indices of the different  terms 

in the model aimed at, by considering four 

independent  terms and one dependent  

term. Let the model aimed at be of the form,  

(Z1)=K1*[(1) a1*(2) b1*(3) c1*(4) d1]  

     

To find the values of a1, b1, c1 and d1 

equations are presented as follows: 

Z1      = nK1 + a1*A + b1*B + c1*C + 

d1* D  

Z1*A = K1*A +a1*A*A + b1*B*A + 

c1*C*A + d1* D*A  

Z1*B = K1*B +a1*A*B + b1*B*B + 

c1*C*B + d1* D*B  

Z1*C = K1*C +a1*A*C+ b1*B*C + 

c1*C*C + d1*  D*C  

Z1*D = K1*D +a1*A*D + b1*B*D + 

c1*C*D + d1* D*D  

In the above set of equations, the values of 

K1, a1, b1, c1 and d1 are substituted to 

compute the values of the unknowns. After 

substituting these values in the equations, 

one will get a set of 5 equations, which are 

to be solved simultaneously to get the 

values of K1, a1, b1, c1 and d1.The above 

equations can be transfer used in the matrix 

form and subsequently values of K1, a1, b1, 

c1 and d1 can be obtained by adopting 

matrix analysis.  

X1 = inv (W) x P1 

W = 5 x 5matrix of the multipliers of K1, 

a1, b1, c1 and d1               

P1 = 5 x 1 matrix of the terms on L H S 

and 

X1 = 5 x 1 matrix of solutions of values of 

K1, a1, b1, c1  and d1  

Then, the matrix obtained is given by, 

Matrix 

 
X1 matrix with K1 and indices a1, b1, c1 and 

d1 evaluated:  

In the above equations, n is the number of 

sets of readings, A, B, C and D represent 
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the independent  terms 1, 2, 3 and 4  

while, Z represents dependent  term 

 

 
K1 = 1.93, a1 = 0.1758, b1 = -0.7380, c1 = -

0.6950 and d1 = -0.4490 

Taking antilog of K 

Antilog (1.93) = 85.1138 

The exact form of model obtained is as 

under: 

(Z1)= 85.1138*( Π 1) 0.1758 *( Π 2) -0.7380 *( Π 

3) -0.6950 *( Π 4) -0.4490 

Brake thermal efficiency (Z1)  

(Bte) = 85.1138*( Π 1) 0.1758 *( Π 2) -0.7380 *( 

Π 3) -0.6950 *( Π 4) -0.4490 

6. Result and Discussion:  
Z1 is the brake thermal efficiency. 

The formulated model based on the 

experimental data is as under. 

Z1= 85.1138*( Π 1) 0.1758 *( Π 2) -0.7380 *( Π 3) 

-0.6950 *( Π 4) -0.4490 

Where  

Z1  = Brake thermal efficiency 

1  =  Pi terms related to the blend 

formation and time involvement  

2  =  Pi terms related to the fuel 

consumption and engine load. 

3  = Pi terms related to the fuel 

characteristic  
4  = Pi terms related to the engine 

specifications 

The absolute index of 1 is highest 

Viz. 0.1758. Thus, the term related to the 

blend formation and time involved in the 

experimental. The value of the index is 

positive indicating that the brake thermal 

efficiency is directly proportional to terms 

related to the blend formation and time 

involved. As the brake thermal efficiency 

increase with the decrease in the bore 

diameter and flash point with increase in 

cetane number, kinematic viscosity, blend 

formation and time.  

The term 2 is having negative 

index -0.7380 which is inversely 

proportional to brake thermal efficiency. 

The 2 term is brake thermal efficiency 

increase with the increase in mass of fuel 

and blend formation with decrease in stroke 

length and aniline point.   

The term 3 is having negative 

index -0.6950 which is inversely 

proportional to brake thermal efficiency. 

The 3 terms is brake thermal efficiency 

increase with the decrease in aniline point 

and diesel index with increase in cetane 

number.   

The term 4 is having negative 

index -0.4490 which is inversely 

proportional to brake thermal efficiency. 

The 4 terms is brake thermal efficiency 

increase with the decrease in stroke length, 

cubic capacity, flue tank capacity and 

engine speed.   
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Abstract: Every day, large amount of data is generated in structured, unstructured and semi structured 

format. BDA deals with variety of unstructured data in various formats having challenging research area. In 

healthcare sector, various big data analytics tools are used to handle massive amount of data. BDA in 

healthcare is evolving into promising field for condition that insight from very vast datasets and improving 

better quality of healthcare to patient with reducing costs. BDA information is in digitized form, it contains 

data in Electronic Health Record format produced by machine. The goal of BDA is to use clustering and 

machine learning in to unstructured data with respect to different properties on different three databases 

such as Antibiotics, Medicare and Unplanned Hospital Visits-Hospital using R-Studio tool. Clustering is 

defined as the method of portioning set of patterns into similar groups called as Clusters. 

Keywords: Big Data Analysis (BDA), Internet of Things (IOT) 

1.  INTRODUCTION 

Big Data is a collection of huge amount 

of data; it refers to the complex collection 

of datasets. Big Data Analytics (BDA) is 

defined as Capturing, Organizing, 

Summarizing, Analyzing, Synthesizing and 

Decision Making of data. We have different 

types of analytics of data as Modeling of 

data, discover the data, identification of 

disease from various reports of patients, 

understanding the future and possible 

outcomes of data.[1] 

Big Data challenges can be divided into 

 • Data Challenges: Volume, velocity, 

variety, veracity, Data Discovery.  

• Processing Challenges: Data Collection, 

Resolving similarities, Modification of 

data, Data Analysis, Output representation. 

 • Management Challenges: Data Privacy, 

Data Security, Governance and ethical 

issues. 

Types of analytics: Analytics is a term 

used to describe various goals of processing 

a dataset. There are three types of analytics: 

 • Descriptive analytics: is a process to 

summarize the dataset under investigation.  

• Predictive analytics: Predictive analytic 

Technology that learns from data to predict 

the future behavior in order to drive better 

decisions. 

  • Prescriptive analytics: Prescriptive 

analytics are generally used in optimization 

problems and require sophisticated 

algorithms to find the optimum solution 

and therefore are less widely used in some 

fields.  

 

2. OBJECTIVES: 
 • To study various big data analytics tools 

and techniques.  

• To explore big data tools such as R-

Studio.   

• To analyze the R-Studio tool with respect 

to their performance. 

 • To propose a feasible computing solution 

using the big data and analytics. It aims to 

faster the research, availability and 

accessibility in the field of health care. 

 • To provide measurable benefits 

providing the ground realities to improve 

the field of health care [2,3]. 

3. BIG DATA ANALYTICS 

ALGORITHMS  

Clustering Algorithms – All objects 

consists of single cluster. The objects are 

divided into number of partitions by 

locating the points between the partitions. 

Analysis part of clustering is an 

unsupervised way classified as follows:  

• Partitioned-based: FCM, K-means, K-

mediods, K-modes, Progeny, Canopy, 

PAM, CLARANS, CLARA 

. • Hierarchical-based: BIRCH, CURE, 

ROCK, Chameleon, ECHIDNA 
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 • Density-based: DBSCAN, OPTICS, 

DBCLASD, DENCLUE  

• Grid-based: Wave-Cluster, STING, 

CLIQUE, Opti Grid.  

• Model-based: EM, COBWEB, SOMs  

Clustering Algorithms: 

K-Means 

Widely used algorithm for clustering is the 

k-means, whose purpose is to split a dataset 

into 𝑘 distinct groupings.  

The algorithm is as follows:  

Generate K-Means Input: Unstructured 

Data Output: Decision Value  

• Load dataset, Take the experiment of 

gathering a sample of observed values  

• Select number of k clusters 

 • Randomly generates k-cluster and 

evaluate cluster center and generate k 

random points as cluster centers using k-

means function. 

 • Allocate each and every point to the 

nearest cluster center  

• Use table() and Take Matrices by using 

Confusion Matrix(), and accuracy is being 

calculated 

K-Modes  

K-modes algorithm uses a simple 

dissimilarity measure.  

 The algorithm is as follows:  

Generate K-Modes Input: Training Data 

Output 

• Load the dataset and define number of 

required clusters 

 • For every attribute in dataset calculate 

information gain  

• Group the attributes having higher mutual 

information gain and them a common 

attribute  

• Apply the agglomerative hierarchical 

clustering on the filtered dataset and 

calculate the initial cluster centroids 

 • Perform the k-modes clustering with 

calculated initial cluster centroids and find 

out the labels of each data provided by k-

modes 

 • Compare the labels of each data provided 

by k-modes with the known one to test the 

accuracy of the accuracy of the method  

 

CLARA  

CLARA (Clustering large 

application based on random search) 

introduced by Kaufman and Rousseau to 

handle large datasets.  

Algorithm: Generate CLARA algorithm 

Input: Unstructured Data Output: Decision 

Value 

 • Load dataset, Take out the experiment of 

assembly a sample of observed values  

• For i is equal to 1 to 5, repeat the 

subsequent steps.  

• Draw a sample of objects casual from the 

Complete dataset, and call method PAM to 

find k medoids of the sample.  

• For each object in the complete data set, 

determine which of the k medoids is vast 

amount similar to that object.  

• Calculate the average distinction of the 

clustering obtained in the previous step. If 

this value is less than the current smallest 

amount, use this value as the Current 

smallest amount, and retain the k medoids 

found in Step 2 as the best set of medoids 

obtained. 

 • Back to the Step number 1 to start the 

next iteration.  

• Use table () and get Matrices by using 

Confusion Matrix (), and accuracy is being 

calculated [4]. 

 

4. EXPERIMENTS AND 

RESULTS  
Clustering techniques are important to 

implement Big Data Analysis. We dealt 

with unstructured data which suffers the 

process of categorizing the data and to 

extract, to represent or to recognize objects 

from databases. Big Data Analysis 

recognizes the data to extract the intended 

information. Antibiotics have 17 records; 

Medicare has 10001 records and UHV-H 

has 57925 records. 

                 Table 1.1: Sample Database 

 

Experiment-1: Based on Partition Based 

Clustering Techniques to authenticate the 

performance of algorithm in our research, 

two algorithms are discussed in R-Studio 

tools to measure the performance of using 

several matrices and parameters using 
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analysis of datasets. The above mentioned 

algorithms are compared in terms of 

evaluation matrices like accuracies 

calculated using the formula. Table No. 1.2 

represents that we can evaluate Accuracy 

on three databases using K-Means and 

Clara partition based techniques and they 

are used as testing and training purposes. 

 

Table 1.2 Results of Partition Based 

Algorithms 

 
Graph 1.1 Comparison between K-

Means and Clara 

 

The partition based clustering 

methods k-means and Clara having 

Accuracies 0.4375, 0.2792, 0.1461 and 

0.375,0.3634, 0.1285 on Antibiotics , 

Medicare and Unplanned Hospital Visits-

Hospital datasets. On y-axis figure shows 

the accuracies and on x-axis it shows 

databases of SVM and Naïve Bayes 

algorithm using data. On these datasets, 

above graph shows that accuracy of K-

Means Technique has higher performance 

than Clara, K-means partition based 

clustering algorithm’s Performance is 

better than Clara Clustering algorithm. 

Therefore, the accuracy of K-means 

partition based clustering algorithm is 

better than Clara Clustering algorithm[5]. 

 

CONCLUSION:  
The result of Experiments on 

Clustering shows better performance. The 

results obtained are very promising to give 

better quality of healthcare. 

• The Performance on Partition based 

clustering techniques on K-Means is better 

than CLARA in accuracy. 
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Abstract:  Automation testing is a process that uses an application to implement entire life cycle of the software in 

order to reduce cost of project, increase efficiency and effectiveness of the application.  In automation testing the 

tester writes scripts by own with the help reduce the human efforts of testing any suitable application software in 

order to automate any target software application. In Automation testing, we use automation tools like Selenium, 

Cypress, Appium , Renrex, ketalon etc. The software is tested in variety of configuration, circumstances, 

automation of execution-related actions offers another possible source of savings in the testing method.   

 

Introduction:  

Software testing is a set of 

procedure for finding an error in software. 

There is two way of testing Manual Testing 

and Automation Testing. In manual 

Testing, It is the type of testing where 

software is tested manually without using 

any automation tools. In Automation 

Testing, the software is tested using 

automation scripts and find the bugs in the 

software. It compare the Actual result with 

expected result. if actual result does not 

match with expected result so it shows the 

error messages. There are some limitations 

of automation testing such as Easy to get 

affected by changes, It cannot find many 

bugs and Depend on the excellence of the 

tested scheme. The benefit of testing 

include preventing bugs, reducing 

development cost and improving 

performance.  

 
Software testing Life Cycle: 
 

Software testing life cycle (STLC) 

is a procedure of testing a Software to 

ensure that it meets the Specific 

requirement and free of flaws. STLC 

performed Verification and Validation 

approach. It is done by the testing team to 

confirm the software application is as per 

the requirements. In testing life cycle, 

There are a series of phases or stages. 

 

 
 

 

Phases of Software Testing Life Cycle: 

Requirement Analysis  

Test Planning 

Test Case Development  

Environment Setup 

Test Execution 

Test cycle Closure 

 

 

 

 

Requirement Analysis: 

 It is the first phase of software 

testing life cycle(STLC).In this phase Testing 

team analyze all  the requirements in detail. 

Requirement is categorized into functional 

and Non-functional testing. 
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Entry criteria: In this phase, the software 

requirement specification (SRS) must be 

completed 

Exit criteria: The exit criteria in the 

requirement analysis phase comprises of a 

requirement traceability matrix (RTM) 

document. The RTM document authorizes 

that all the requirements should be checked 

by test cases in testing. 

 

Test Planning: 

In this phase, Test Lead determined 

the effort and cost calculated for the entire 

project. Test plan will be prepared on the 

basis of requirement analysis and also 

selection of test tool. 

Entry criteria: In this Test planning phase will 

have requirements traceability matrix and the 

requirements document. 

Exit criteria is consist of test plan file, test 

strategy files and source planning file etc. 

 

Test Case Development: 

In this phase, Test cases and Test 

scripts are developed. Test data are grouped. 

when the test cases are prepared than it is 

swotted by the quality assurance team 

members. 

 

Environment Setup: 

The Environment setup is performed on the 

basis of hardware and software requirements 

to test application. This process operated 

parallelly with test case design. The testing 

team is not part of this test environment 

phase. The development team and customer 

are involved in test environment. 

 

Test Execution: 

In this phase, testing team start the execution 

of test cases on the basis of planned test cases. 

If the test result meets expected result so test 

case get pass otherwise test case get fail. 

They have to report bugs or defect to the 

development team. Retesting will be 

performed once the bugs fixed by developers. 

 

Test cycle Closure: 

In this phase, All the functional and 

non-functional testing is completed. They 

document all the lesson learned from each 

stage for future activities so that they can 

improve future testing methods. All the issues 

or defect should be resolved. 

 

Automation Software testing tools: 

Selenium: 

Selenium is an open-source tool that propose 

for large organizations. Selenium webdriver 

support various programming languages for 

writing and executing test case such as java, 
python, ruby, C#, JavaScript etc. The cross-

browser testing and cross platform testing is 

possible using selenium webdriver.  

There are some flavors of selenium 

Selenium IDE: 

Selenium IDE is a complete Integrated 

Development Environment for selenium 

tests, we can easily make record and playback 

mechanism. Selenium uses extension like .js 

file.  

Selenium RC: 

Selenium remote control is a testing tool It 

helps in writing test script with any 

programming language for web base 

application. This support different languages 

like Java, Ruby, Perl and PHP. 

Selenium Webdriver: 

Selenium webDriver is an open-source tool 

and this performs regression testing & 

functional testing on the software 

application.  It works on different operating 

system to perform testing.  

 

Selenium Grid: 

Selenium grid allows you to run the test cases 

on different platform. They can trigger the 

test cases is on the local machine, this will 

automatically execute by the remote 
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machine. you can run test cases parallelly on 

multiple machines.  

 

Appium: 

Appium is a testing tool used with hybrid, 

mobile app and native applications. This tool 

mostly used for mobile apps without use a 

recompilation. It allows to write test cases in 

their tools and programming languages. It 

supports operating system like android and 

IOS. Appium can convert manual test cases 

to automated scripts, It also successfully 

automate large regression tests. 

 

SoapUI: 

SoapUI is a most popular open source testing 

tool. It is mostly used for web services and 

web API of SOAP as automation tool. 

 

Katalon Studio: 

Katalon Studio is developed by 

katalon, inc. as an automation testing 

software tool. It is used for API mobile , low 

code web and desktop automation testing. 

Katalon studio is eventually designed to 

speed up the SLDC and ensure quality 

assurance more productively. 

 

Test automation framework: 
Testing framework are the main and 

for most part of any automated testing 

process. They need very less maintenance 

cost and less effort in testing .Its provides the 

higher return on investment(ROI)for 

(QA).There are most common types of 

frameworks used . 

Test framework 

A testing framework is a guideline or set of 

instructions used for creating for test cases. ,a 

framework is a comprised of a combination 

to practices and tools to designed . There is a 

standard of coding. It has its own methods, 

object and repositories, process for storing 

results or information on how to access 

external resources .while this is not 

mandatory rules and testers .we can still 

script and record test without following them 

it provide the organized framework . it 

provides additional benefits. 

Benefits of test automation framework 

Its helps to utilize and increase a capacity and 

efficiency. 

It improves test efficiency 

It is required lower maintenance costs 

It requires minimal manual intervention 

Maximum test coverage 

 Reusability of code 

Some of the types of automated testing 

framework 

1.Linear automation framework 

2.Data driven framework 

3.Modular based testing framework 

4.Hybrid testing framework 

5.Keyword driven framework 

Description  

1.Linear automation framework 

No need to write a custom code  

Expertise in not necessary  

They can be easily recorded in minimal 

amount of time 

The test workflow is easy understand for any 

party 

2. Data driven framework 

It separates the test data from the script logic, 

meaning testers can store data externally. 

Test can we executed with multiple data sets 

Hard coding data can we avoided. 

Any change to test script do not affect the 

data being used  

It saves the time to work faster 

3. Modular based testing framework 

Creating test cases efforts because test script 

for different module can be reused 

Programming knowledge is required to set 

the framework 

Hybrid testing framework 

It is integrated and overlap with one another 

Every application is different so that 

processes used to test them 

It’s a very easy and adapted to get the best 

test results  

5.Keyword driven framework 

Each function in of the application under test 

is laid out in table with a series of instructions 

in consecutive order for each test that needs 

to be run. 

The test data and the script logic are separate 

in the keyword driven framework. 
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Conclusion: 
Our approach for this implementing 

a hybrid framework for automated testing is 

to find out the tools that has the access 

quickly and easily and the service is flexible 

and easy to adapt to processes. 

When we choses the automation testing tool, 

you should look to the flexible and supported 

a wide range of application and languages. 

Testing our automation techniques for quality 

analysis terms. 

Creating and run and UI and functional tests 

across mobile, desktop and web applications, 

It provides a comprehensive environment for 

building and maintaining automation testing 

projects.  
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Abstract: It is life-threatening to keep information secure from unauthorized people and organizations. When a 

network is compromised, information is taken. In intrusion detection system detects both known and unexpected 

stabbings that allow a network to be ruptured.  The intrusion detecting model detects anomaly and misuse-based 

attacks. The Wireless Local Area Networks succeeded in delivering wireless network access at low costs. The ANN 

strategy can be utilized as a part of active way to make the encryption procedure challenging to break and in the 

interim remarkably trusty. Wired equipment privacy provides security to wireless network by encrypting the 

information transmitted over the air so that only the receivers with the correct encryption key can decrypt the 

information. In this paper, we studied the intrusion detection model using neural networks to accomplish the 

wireless network security. 

Keywords: ANN, WLAN, ID system, WEP 

I. Introduction  
With the rapid development of 

communication technology, wireless 

communication technology has range widely, 

but people must bear the risks conveyed by 

wireless networks while enjoying the 

suitability brought by wireless network 

communication. A system called an 

intrusion detection system (IDS) observes 

network traffic for mischievous transactions 

and sends immediate alerts when it is 

observed. It is software that checks a 

network or system for malicious activities or 

policy violations. Intrusion Detection 

Systems keep track of network activity and 

perform thorough network analyses. They 

may also detect potential assaults 

(anomalies) as well as unwanted network 

access. The main problems are mainly 

reflected in mobile terminal problems, 

communication link problems, and 

authentication system problems. 

When dealing with WLANs it is important 

to maintain three protection targets in 

intellect, Authentication to the WLAN, 

Confidentiality and Integrity of the 

information transmitted.  

The ANN can be considered as a data 

handling unit which, all things considered, 

looks like the working of the human 

cerebrum. One of these fields in which ANN 

has been key is cryptography. As of late 

there has been a significant study going on 

different encryption strategies in light of 

neural nets containing single layer or 

multilayer perceptron models. This field of 

cryptography is all the more prevalently 

known as Neural Cryptography. The 

learning strategy for ANN engineering can 

be very much used to produce more 

successful encryption frameworks in view 

of criticism. In the paper we studied the 

intrusion detection model in cryptographic 

simulations on how ANN can be utilized as 

a part of information encryption. This will 

help in putting a check on quantity and 

quality of data packets in wireless networks. 

 

II. How does an IDS work? 
An IDS (Intrusion Detection System) 

monitors the traffic on a computer network 

to detect any suspicious activity. It analyzes 

the data flowing through the network to look 

for patterns and signs of abnormal behavior. 

The IDS compares the network activity to a 

set of predefined rules and patterns to 
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identify any activity that might indicate an 

attack or intrusion. If the IDS detect 

something that matches one of these rules or 

patterns, it sends an alert to the system 

administrator. The system administrator can 

then investigate the alert and take action to 

prevent any damage or further intrusion. 

 
Fig. 1: An Intrusion Detection System 

 

III. How does wireless network 

security works 
Wireless Network provides various 

comforts to end users but actually they are 

very complex in their working. There are 

many protocols and technologies working 

behind to provide a stable connection to 

users. Data packets traveling through wire 

provide a sense of security to users as data 

traveling through wire probably not heard 

by eavesdroppers. 

To secure the wireless connection, we 

should focus on the following areas – 

 Identify endpoint of wireless network 

and end-users i.e., Authentication. 

 Protecting wireless data packets from 

middleman i.e., Privacy. 

 Keeping the wireless data packets intact 

i.e., Integrity. 

We know that wireless clients form an 

association with Access Points (AP) and 

transmit data back and forth over the air. As 

long as all wireless devices follow 802.11 

standards, they all coexist. But all wireless 

devices are not friendly and reliable; some 

rascal devices may be a threat to wireless 

security. Rascal devices can steal our 

important data or can cause the 

unavailability of the network. Wireless 

security ensured by authentication, privacy 

and integrity. 

For wireless data transmitting over the air, 

open authentication provides no security. 

WEP (Wired equivalent privacy) key can be 

used as an authentication method or 

encryption tool. A client can associate with 

AP only if it has the correct WEP key. AP 

tests the knowledge of the WEP key by 

using a challenge phrase. The client encrypts 

the phrase with his own key and sends back 

to AP. AP compares the received encrypted 

frame with his own encrypted phrase. If both 

matches, access to the association is granted. 

 
Fig. 2: Working of wireless network 

 

Wired network security protects traffic that 

travels between devices like switches, routers 

and anything using an Ethernet cable. In 

contrast, wireless security primarily concerns 

itself with traffic that travels over the air 

between wireless devices. These include 

wireless access points (APs) communicating 

with a controller device  as well as 

communications between APs and endpoints 

connected to the Wi-Fi network. 

Encryption is one of the most important tools 

used to create a secure network, including 

and perhaps especially in a wireless LAN. It 

works by using formulas known as 

algorithms to crawl messages as they travel 

between wireless devices. Even if 

intercepted, these messages are 

incomprehensible to unauthorized users 

without a decryption key. 

We can apply ANN in Block Ciphers or 

Stream Cipher or Bit Level or Byte Level 

Encryption strategies. The ANN strategy can 

be utilized as a part of effective way to make 

the encryption procedure difficult to break 
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and in the meantime exceptionally 

dependable 

Encryption is one of the most important tools 

used to create a secure network, including 

and perhaps especially in a wireless LAN. It 

works by using formulas known as 

algorithms to crawl messages as they travel 

between wireless devices. Even if 

intercepted, these messages are 

incomprehensible to unauthorized users 

without a decryption key. 

 

IV. Neural network uses in Neural 

Cryptography 

An Artificial Neural Network is an 

information processing paradigm that is 

inspired by the way biological nervous 

systems, such as the brain, process 

information. The key element of this 

paradigm is the novel structure of the 

information processing system. It is 

composed of a large number of highly 

interconnected processing elements 

(neurons) working in combination to solve 

specific problems.  

 

The structured of neural network consist of 

input layer ,hidden layer and output layer. 

Input layer- which receive input from the 

outside world on which network will learn, 

recognize about or otherwise process. Hidden 

Layer-These units are in between input and 

output layers. The job of hidden layer is to 

transform the input into something that 

output unit can use in some way. Output 

Layer-It contains units that respond to the 

information about how it’s learned any task. 

 
Fig 3: Basic structure of Neural Network 

 

Different encryption strategies in light of 

neural nets containing single layer or 

multilayer perceptron models. This field of 

cryptography is all the more prevalently 

known as Neural Cryptography. Neural 

cryptography deals with the problem of key 

exchange using the mutual learning concept 

between two neural networks. The two 

networks will exchange their outputs (in bits) 

so that the key between the two 

communicating parties is eventually 

represented in the final learned weights and 

the two networks are said to be synchronized. 

Security of neural synchronization depends 

on the probability that an attacker can 

synchronize with any of the two parties 

during the training process, so decreasing this 

probability improves the reliability of 

exchanging their output bits through a public 

channel. 

Artificial neural networks are used to classify 

functional blocks from a disassembled 

program as being either cryptography related 

or not. The resulting system, referred to as 

NNLC (Neural Net for Locating 

Cryptography).  

 

V. How neural network useful in 

wireless LAN security 

Cryptographic simulations on how ANN can 

be utilized as a part of information 

encryption. It will help in putting a check on 

quantity and quality of data packets in 

wireless networks. 

 
Fig. 4: WEP for controlling the access to the 

WLAN and to encrypt information 

 

In given figure 4, the content (C) is created 

from a straightforward XOR operation 
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between the WEP encryption key (K) and the 

plain instant message  (M) as outlined in 

condition. 

 XORing the figure content with the 

plain instant message will bring about 

the encryption  key as outlined condition 

 XORing two figure instant messages is 

equivalent to XORing two plain instant 

messages as appeared in condition. 

 On the off chance that one of the plain 

instant messages is known, or if nothing 

else parts of it, finding the WEP 

encryption key will gets to be 

insignificant. 

Learning of plain instant message and its 

comparing figure instant message can be 

effortlessly done.  

  

VI. Conclusions: 

Wireless encryption standards have evolved 

in response to changing network 

requirements, emerging security issues and 

the discovery of vulnerabilities in prior 

encryption protocols. The ANN strategy can 

be utilized as a part of effective way to make 

the encryption procedure difficult to break 

and in the meantime exceptionally 

dependable.  Any attack may not be so 

natural if there should be an occurrence of 

information encryption utilizing Neural 

Networks. In this way we can apply ANN in 

Block Ciphers or Stream Cipher or Bit Level 

or Byte Level Encryption strategies. 
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Abstract: The Industrial Internet of Things (IIoT) has become an important technology for modern 

industrial systems. IIoT protocols play a critical role in enabling communication between devices, 

applications, and services in IIoT environments.  This paper provides an overview of IIoT protocols and 

compare some of the most widely used protocols, including MQTT, OPC UA, CoAP, AMQP, DDS and 

Modbus. This paper attempt to analyse the characteristics of each protocol, including their performance, 

scalability, security, and compare their strengths and weaknesses. The application scenarios where each 

protocol is most suitable is also discussed in detail. Comparison of protocol highlights the importance of 

selecting the appropriate protocol for each specific application to achieve the best performance and efficiency. 

The results of this analysis can be used as a reference for IIoT system designers and developers to select the 

most appropriate protocol for their applications. 

Keywords: MQTT (Message Queuing Telemetry Transport),OPC UA (Open Platform Communication 

Unified Architecture), AMQP (Advanced Message Queuing Protocol), CoAP(Constrained Application 

Protocol),DDS(DataDistributionService),Modbus.

1. Introduction 

IIoT stands for Industrial Internet of 

Things. It refers to the use of Internet of 

Things (IoT) technologies in industrial 

applications, such as manufacturing, 

transportation, energy, and other 

industries[1] . IIoT enables industrial 

companies to gather data from machines, 

sensors, and other connected devices in 

order to optimize operations, reduce costs, 

and improve efficiency. This data can be 

used to monitor and control industrial 

processes, predict equipment failures, and 

improve product quality. IIoT relies on a 

variety of technologies, including sensors, 

cloud computing, big data analytics, and 

machine learning algorithms. These 

technologies allow companies to collect, 

store, and analyse large amounts of data in 

real-time, enabling them to make faster, 

more informed decisions. 

Overall, IIoT has the potential to transform 

many industries by enabling companies to 

achieve greater efficiency, productivity, and 

competitiveness 

IoT (Internet of Things) and IIoT 

(Industrial Internet of Things) are two 

distinct concepts that differ in their scope, 

focus, and application. One key difference 

between IoT and IIoT is their focus. IoT is 

primarily focused on consumer 

applications, such as smart homes, 

wearables, and connected vehicles, while 

IIoT is focused on industrial applications, 

such as manufacturing, logistics, energy, 

and transportation. As mentioned earlier, 

the goal of IIoT is to improve the efficiency, 

productivity, and safety of industrial 

operations by collecting and analysing data 

from connected devices and sensors. 

Another important difference is the level of 

security and reliability required. Industrial 

applications often involve critical 

infrastructure and equipment, and therefore 

require higher levels of security and 

reliability to prevent system failures or 

cyber-attacks. This means that IIoT systems 

need to be designed and implemented with 

security in mind, using encryption, 
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authentication, and other techniques to 

protect against cyber threats. 

A third difference is in the types of devices 

used. While both IoT and IIoT rely on 

connected devices and sensors, the devices 

used in IIoT are typically designed for 

industrial applications, and are therefore 

more rugged and durable than consumer-

grade devices used in IoT. For example, 

IIoT devices may need to withstand 

extreme temperatures, humidity, vibration, 

and other environmental factors that are not 

typically encountered in consumer 

applications. 

Another difference is the types of protocols 

used. IoT protocols are designed to connect 

a wide range of devices to the internet, such 

as home appliances, wearable devices, and 

smart home systems. These devices often 

have limited computing resources and 

operate in a consumer environment. Some 

common IoT protocols include Bluetooth, 

Wi-Fi, Zigbee, and Z-Wave. These 

protocols are typically designed for low-

power and low-bandwidth applications [2]. 

IIoT protocols, on the other hand, are 

designed for industrial automation and 

control applications. These applications 

require high reliability, low latency, and 

high bandwidth communication between 

devices, machines, and systems. IIoT 

protocols need to support complex data 

models, real-time data exchange, and high-

performance processing. Some common 

IIoT protocols include OPC UA, Modbus, 

MQTT, and DDS. 

One key difference between IoT and IIoT 

protocols is the level of security and 

reliability required. IIoT protocols need to 

provide strong security features to protect 

critical systems and data from cyber attacks 

and other threats. They also need to provide 

high reliability and fault-tolerance to ensure 

continuous operation of industrial 

processes [3]. 

Another difference is the complexity and 

diversity of data exchanged in IIoT 

applications. IIoT protocols need to support 

various data models and formats, including 

real-time data, historical data, metadata, 

and contextual information. They also need 

to support advanced features such as data 

aggregation, filtering, and transformation. 

IIoT protocols share some common 

features, IIoT protocols are specifically 

designed for industrial applications, which 

require high reliability, security, and 

performance, and support complex data 

models and processing. 

2. Industrial IoT Protocol 

There are several protocols used for IIoT 

(Industrial Internet of Things) 

communication, depending on the specific 

requirements of the application. Some of 

the commonly used protocols are MQTT, 

OPC UA, CoAP, AMQP, DDS and Modbus 

2.1 MQTT (Message Queuing 

Telemetry Transport): MQTT is a 

lightweight publish/subscribe messaging 

protocol designed for low-bandwidth, high-

latency, or unreliable networks [4]. It is 

commonly used for sending sensor data and 

receiving control commands. MQTT is also 

known for its following features 

Lightweight: MQTT is a lightweight 

protocol that requires minimal network 

bandwidth and power, making it an ideal 

choice for low-power IoT devices, such as 

sensors and actuators. 

Scalable: MQTT supports a publish-

subscribe messaging model that allows 

multiple clients to subscribe to the same 

data topic, enabling real-time data updates 

across all connected devices. This 

scalability is particularly useful in IoT 

applications, where large numbers of 

devices need to communicate with each 

other in real-time. 

Reliable: MQTT supports Quality of 

Service (QoS) levels that allow for reliable 

data transmission, even in low-connectivity 

or unreliable network environments. This 
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reliability ensures that data is transmitted 

accurately and without corruption, making 

it a popular choice for mission-critical 

applications. 

Efficient: MQTT uses a simple header that 

requires minimal processing overhead, 

making it an efficient protocol that can 

operate in resource-constrained 

environments. 

Flexible: MQTT is a flexible protocol that 

can be used over a variety of transport 

layers, including TCP/IP, Wi-Fi, and 

cellular networks. This flexibility makes it 

an ideal choice for a wide range of IoT 

applications, from home automation to 

industrial control systems. 

Overall, MQTT is a powerful and efficient 

messaging protocol that is widely adopted 

in the IoT industry. Its lightweight nature, 

scalability, reliability, efficiency, and 

flexibility make it an ideal choice for many 

IoT applications. 

While MQTT is a powerful and efficient 

protocol, it does have some limitations, 

including: 

Security: MQTT is a simple protocol that 

lacks some of the more advanced security 

features of other protocols, such as 

SSL/TLS. It also requires additional 

security measures to be implemented by the 

user, such as authentication and encryption, 

to ensure data privacy and integrity. 

Scalability: MQTT can become slow and 

unresponsive under heavy loads, making it 

challenging to scale systems and handle 

large volumes of data. 

QoS (Quality of Service) Levels: MQTT 

offers three levels of QoS, each with its 

trade-offs between reliability, speed, and 

bandwidth. Selecting the appropriate QoS 

level can be challenging, and the wrong 

choice can lead to data loss or excessive 

bandwidth usage. 

Message Size Limitations: MQTT has a 

maximum message size limit, which can 

limit the types of data that can be 

transmitted using the protocol. Large files 

or data sets may need to be broken down 

into smaller chunks or transmitted using 

other protocols. 

Compatibility: While MQTT is widely 

adopted, some devices and platforms may 

not support the protocol, making it 

challenging to integrate with existing 

systems. 

Overall, while MQTT is an efficient and 

widely adopted protocol, it is not suitable 

for all use cases.  

 

2.2OPCUA(OpenPlatformCommuni

cations Unified Architecture)OPC UA 

is a standard protocol for industrial 

communication, providing a secure and 

reliable way to exchange data between 

devices, sensors, and systems. It supports 

various data models and provides a rich set 

of security features [5]. 

Security: OPC UA provides robust security 

features, including authentication, 

encryption, and authorization, making it a 

secure protocol for transmitting sensitive 

data in industrial applications. 

Interoperability: OPC UA is designed to 

be interoperable across different platforms, 

operating systems, and devices, allowing 

for seamless communication between 

different systems and applications. 

Reliability: OPC UA supports multiple 

communication mechanisms, including 

publish-subscribe and request-response 

models, ensuring that data is reliably 

transmitted even in low-connectivity or 

unreliable network environments. 

Scalability: OPC UA supports a flexible 

architecture that enables it to be scaled up 

or down as required, making it suitable for 

applications ranging from small embedded 

devices to large industrial systems. 

Information Modeling: OPC UA provides 

a standardized information modeling 

framework that enables the description of 

complex systems, including their functions, 

structures, and relationships, making it 

easier for developers to understand and 

integrate systems. 
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Reduces integration costs: OPC UA can 

significantly reduce integration costs as it is 

an open standard and allows for easier 

integration with third-party systems. 

Overall, OPC UA is a powerful and 

versatile machine-to-machine 

communication protocol that provides 

security, interoperability, reliability, 

scalability, information modeling, and 

reduces integration costs. These advantages 

make it a popular choice for industrial 

automation and IoT applications.  

Although OPC UA (Open Platform 

Communications Unified Architecture) is a 

widely adopted and powerful 

communication protocol, it does have some 

limitations, including: 

Complexity: OPC UA is a complex 

protocol that requires significant expertise 

and resources to implement, configure, and 

maintain. This complexity can make it 

challenging for small organizations or those 

with limited resources to adopt and use 

effectively. 

Bandwidth requirements: OPC UA is a 

data-intensive protocol that requires 

significant network bandwidth to transmit 

data. This bandwidth requirement can make 

it challenging to implement in low-

bandwidth or high-latency environments. 

Standardization: OPC UA is a relatively 

new standard that is still evolving, and there 

are different implementations and 

interpretations of the protocol. This lack of 

standardization can make it challenging for 

developers to ensure that their systems are 

fully interoperable. 

Overall, while OPC UA is a powerful and 

widely adopted protocol, it may not be 

suitable for all applications due to its 

complexity, bandwidth requirements and 

standardization issues. 

 

2.3CoAP(Constrained Application 

Protocol) CoAP is a lightweight protocol 

designed for constrained devices and 

networks[6]. It is commonly used in IoT 

applications for low-power devices and 

wireless networks. 

Low Overhead: CoAP has a much smaller 

overhead compared to traditional protocols 

such as HTTP, which makes it well-suited 

for use in resource-constrained 

environments such as IIoT. 

UDP-based: CoAP is built on top of the 

UDP protocol, which is faster and more 

efficient than TCP, making it a good fit for 

IIoT applications where low latency and 

low power consumption are critical. 

Security Features: CoAP includes built-in 

security features such as Datagram 

Transport Layer Security (DTLS), which 

provides end-to-end security and 

encryption, ensuring secure 

communications between devices. 

Caching: CoAP supports caching of 

resources, which reduces the number of 

requests sent to the server, saving network 

bandwidth and reducing latency. 

Group Communication: CoAP supports 

multicast communication, which enables 

efficient communication with multiple 

devices in a group. 

 

Although CoAP is lightweight protocol, 

CoAP has some limitations, including: 

Limited interoperability: CoAP is a 

relatively new protocol that is not yet 

widely adopted across different platforms 

and devices. This can limit its 

interoperability with other protocols and 

systems, making it challenging to integrate 

with existing infrastructures. 

Security: CoAP provides limited security 

features, which can make it vulnerable to 

cyber attacks, especially in applications 

where sensitive data is transmitted. 

Developers need to implement additional 

security measures, such as DTLS 

(Datagram Transport Layer Security), to 

secure CoAP communications. 

Scalability: CoAP is designed for small, 

low-power devices and may not be suitable 

for applications that require high 
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scalability. This is because CoAP uses UDP 

(User Datagram Protocol) instead of TCP 

(Transmission Control Protocol), which 

may not be optimal for large-scale 

applications. 

Limited routing capability: CoAP does 

not support complex routing, which can 

make it challenging to transmit data across 

networks with multiple hops. This can limit 

its usefulness in applications that require 

data transmission across a large network. 

Limited reliability: CoAP uses UDP, 

which does not guarantee data delivery, 

making it less reliable than protocols that 

use TCP. This can lead to lost or corrupted 

data, especially in low-connectivity or 

unreliable network environments. 

Overall, CoAP is a lightweight protocol 

that is suitable for low-power devices and 

applications that require small data 

payloads. However, its limitations, such as 

limited interoperability, security, 

scalability, routing capability, and 

reliability, need to be carefully considered 

before selecting it for a particular IoT 

application [7]. 

2.4 DDS (Data Distribution 

Service):DDS is a standard protocol for 

real-time data distribution in distributed 

systems [8]. It is commonly used in IIoT 

applications for high-performance, real-

time data exchange. 

High Performance: DDS protocol is 

designed to provide high-performance 

communication, with low latency and high 

throughput. This makes it well-suited for 

use in real-time systems where timing is 

critical, such as industrial control systems, 

autonomous vehicles, and military systems. 

Scalability: DDS is a scalable protocol that 

can support a large number of participants 

and data sources. This makes it suitable for 

large-scale distributed systems that require 

high levels of performance and reliability. 

Reliability: DDS includes features such as 

automatic discovery, data reliability, and 

quality-of-service (QoS) policies, which 

ensure reliable delivery of data between 

distributed systems. This makes it well-

suited for safety-critical and mission-

critical applications. 

Security: DDS includes built-in security 

features, such as access control and 

authentication, which help ensure secure 

communication between distributed 

systems. 

Flexibility: DDS provides a flexible data 

model that can be adapted to different data 

formats and types, making it easy to 

integrate with existing systems. 

Interoperability: DDS is a widely adopted 

standard protocol that is supported by many 

different vendors and platforms, which 

ensures interoperability between different 

DDS implementations. 

 

DDS is a high-performance and scalable 

middleware protocol that provides reliable, 

secure, and flexible communication 

between distributed systems in real-time. 

These advantages make it well-suited for a 

wide range of applications in the IIoT, 

including industrial control systems, 

medical devices, and autonomous vehicles 

[9].  

Despite its many advantages, the DDS 

(Data Distribution Service) protocol also 

has some limitations, including: 

Complexity: DDS is a complex protocol 

that requires significant expertise to 

develop and deploy effectively. This can 

make it challenging for organizations with 

limited resources to adopt and use. 

Cost: DDS is a proprietary protocol that 

requires licenses and fees to use. This can 

make it less attractive for organizations that 

are looking for open-source or low-cost 

solutions 

Resource Requirements: DDS requires 

significant computational resources to 

operate effectively, which can make it 

challenging to use in resource-constrained 

environments. 

Integration: While DDS provides a 

flexible data model that can be adapted to 

different data formats and types, integration 

with legacy systems can be challenging, 
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particularly if they use different 

communication protocols. 

Standards: While DDS is a widely adopted 

standard protocol, there are some 

differences between different 

implementations of the protocol, which can 

limit interoperability between different 

DDS systems. 

In summary, while DDS provides many 

advantages for IIoT applications, including 

high performance, reliability, security, 

flexibility, and interoperability, it also has 

some limitations, including complexity, 

cost, resource requirements, integration 

challenges, standards differences, and a 

steep learning curve. These limitations 

should be considered when evaluating DDS 

for IIoT applications. 

 

2.5 AMQP (Advanced Message 

Queuing Protocol):AMQP is a standard 

protocol for message-oriented middleware. 

It is commonly used in IIoT applications for 

message exchange between distributed 

systems [10].Here are some advantages of 

the AMQP protocol: 

Interoperability: AMQP is an open and 

standardized protocol that is supported by 

many vendors and platforms, which 

ensures interoperability between different 

AMQP implementations. 

Flexibility: AMQP provides a flexible data 

model that can be adapted to different data 

formats and types, making it easy to 

integrate with existing systems. 

Reliability: AMQP includes features such 

as message durability, flow control, and 

quality-of-service (QoS) policies, which 

ensure reliable delivery of messages 

between distributed systems. 

Security: AMQP includes built-in security 

features, such as access control and 

authentication, which help ensure secure 

communication between distributed 

systems. 

Scalability: AMQP is a scalable protocol 

that can support a large number of 

participants and data sources. This makes it 

suitable for large-scale distributed systems 

that require high levels of performance and 

reliability. 

Support for Queuing: AMQP provides 

support for queuing, which allows 

messages to be stored and retrieved in a 

reliable and efficient manner. This makes it 

well-suited for use in applications that 

require message queuing and routing, such 

as financial trading and logistics. 

In summary, AMQP is an open and 

standardized messaging protocol that 

provides a flexible, reliable, secure, and 

scalable way to communicate between 

distributed systems. These advantages 

make it well-suited for a wide range of 

applications in the IIoT, including financial 

services, logistics, and healthcare 

 

Despite its many advantages, the AMQP 

(Advanced Message Queuing Protocol) 

protocol also has some limitations, 

including: 

Complexity: AMQP is a complex protocol 

that requires significant expertise to 

develop and deploy effectively. This can 

make it challenging for organizations with 

limited resources to adopt and use. 

Overhead: AMQP has higher overhead 

compared to other messaging protocols, 

such as MQTT, due to its support for 

queuing and other advanced features. This 

can impact performance and scalability in 

resource-constrained environments. 

ResourceRequirements: AMQP requires 

significant computational resources to 

operate effectively, which can make it 

challenge. 

Cost: While AMQP is an open and 

standardized protocol, some vendors may 

require licenses and fees to use their 

implementation of the protocol, which can 

make it less attractive for organizations that 

are looking for open-source or low-cost 

solutions. 

Compatibility: While AMQP is an 

interoperable protocol, there may be 

differences between different 
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implementations of the protocol, which can 

limit interoperability between different 

AMQP systems. 

In summary, while AMQP provides many 

advantages for IIoT applications, including 

interoperability, flexibility, reliability, 

security, scalability, and support for 

queuing, it also has some limitations, 

including complexity, overhead, resource 

requirements, learning curve, cost, and 

compatibility issues. These limitations 

should be considered when evaluating 

AMQP for IIoT applications. 

 

2.6 Modbus: Modbus is a serial 

communication protocol commonly used in 

industrial applications for communication 

between electronic devices [11]. Here are 

some features of Modbus 

Simplicity: Modbus is a straightforward 

protocol that is easy to understand and 

implement. It uses a simple set of 

commands to read and write data, making it 

an ideal choice for small to medium-sized 

applications. 

Compatibility: Modbus is widely 

supported by many devices and systems, 

making it easy to integrate into existing 

systems without significant changes. This 

compatibility also makes it a cost-effective 

solution for many industrial applications. 

Scalability: Modbus supports 

communication between multiple devices, 

making it easy to scale systems and add 

new devices as needed. This scalability is 

particularly useful in industrial automation, 

where systems can be expanded over time 

as requirements change. 

Reliability: Modbus is a reliable protocol 

that can operate in harsh environments, 

including noisy industrial settings. It has 

built-in error detection and correction 

capabilities, ensuring that data is 

transmitted accurately and without 

corruption. 

Flexibility: Modbus supports multiple 

transmission modes, including serial and 

Ethernet, giving users the flexibility to 

choose the most appropriate mode for their 

application. 

Overall, Modbus is a robust and efficient 

protocol that is widely used in the industrial 

automation industry. Its simplicity, 

compatibility, scalability, reliability, and 

flexibility make it a popular choice for 

transmitting data between devices in a wide 

range of applications. 

While Modbus is a widely used and 

efficient communication protocol, it does 

have some limitations, including: 

Security: Modbus does not provide built-in 

security features and is vulnerable to 

attacks such as eavesdropping, spoofing, 

and tampering. Therefore, it requires 

additional security measures to be 

implemented by the user, such as 

authentication and encryption. 

Bandwidth limitations: Modbus is a serial 

communication protocol that has limited 

bandwidth, which can make it challenging 

to transmit large amounts of data or handle 

high-speed applications. 

Limited data types: Modbus supports a 

limited number of data types, including 

integers and floating-point numbers, 

making it challenging to transmit other 

types of data, such as strings or images. 

Network topology limitations: Modbus is 

designed to work in a master-slave 

configuration, meaning that each slave 

device can only communicate with a single 

master  

device. This configuration can limit the 

number of devices that can be connected to 

a single network and can cause 

communication delays in large systems. 

Limiteddistance: Modbus has a limited 

transmission distance, making it unsuitable 

for applications that require long-range 

communication, such as remote monitoring 

and control. 

Overall, while Modbus is a popular and 

widely used protocol in industrial 

automation, it may not be suitable for all 

applications due to its limitations.  
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3. Comparative Analysis of IIoT Protocols 

Protocol 

Publish-

Subscribe 

Model 

Request-

Response 

Model 

Bandwidth 

Usage 

Latenc

y 
Reliability 

Complexit

y 

Scalabili

ty 

OPC UA Yes Yes High Low High High Medium 

MQTT Yes No Low Low Medium Low High 

AMQP Yes Yes High Low High High High 

CoAP Yes Yes Low Low Low Low High 

DDS Yes Yes High Low High High High 

Modbus 

TCP 
No Yes High Low High Low High 

Table 1: Comparative Analysis of Industrial IoT Protocol 

 

4. Conclusion 
In this paper, researcher have studied six 

most popularly used Industrial Internet of 

Things protocols. We analyse the features 

and limitation of each protocol. Researcher 

attempted to identify fundamental 

differences among each protocol. 

Researcherderives that the choice of 

protocol depends on the specific 

requirements of the application, such as the 

amount of data to be transmitted, the speed 

of data transmission, the level of security 

required, and the scalability of the system. 
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Abstract: Due to the massive amount of online textual data generated in a diversity of social media, web, and 

other information-centric applications. To select the vital data from the large text, need to study the full article 

and generate summary also not loose critical information of text document this process is called 

summarization. Text summarization is the method to reduce the source text into a compact variant, 

preserving its knowledge and the actual meaning. Second type of summarization is done through system 

which is known as automatic text summarization which generate summary automatically. There are mainly 

two categories of Automatic text summarizations that is abstractive and extractive text summarization. 

Extractive summary is produced by picking important and high rank sentences and word from the text 

document on the other hand the sentences and word are present in the summary generated through 

Abstractive method may not present in original text.  This Paper mainly focuses on different ATS (Automatic 

text summarization) techniques that has been instigated in the present are argue. The paper  begin with a 

concise introduction of automatic text summarization, then closely discussed the innovative developments in 

extractive and abstractive text summarization methods, and then transfers to literature survey, and it finally 

sum-up with the proposed techniques and algorithms along with some future work directions. 

Keywords: Text Summarization, Abstractive, Extractive, Machine learning, Single Document or Multiple 

Document.  

 

5. Introduction 

Text summarization refers to the 

technique of shortening long pieces of text. 

The intention is to create a coherent and 

fluent summary having only the main points 

outlined in the document. Text processing is 

a research field that is currently extremely 

active. One important task in this field is 

automatic summarization, which consists of 

reducing the size of a text while preserving 

its information content [1].  

A summarizer is a system that 

produces a condensed representation of its 

inputs for user consumption. In general, 

Summary construction is a complex task 

which ideally would involve deep natural 

language processing capacities. In order to 

simplify the problem, current research is 

focused on extractive-summary generation. 

An extractive summary is simply a subset of 

the sentences of the original text [2]. These 

summaries do not guarantee a good narrative 

coherence, but they can conveniently 

represent an approximate content of the text 

for relevance judgment. Text summarization 

aims to transform lengthy documents into 

shortened versions, something which could 

be difficult and costly to undertake if done 

manually [3]. In single document 

approach only one document is 

summarized and in multi-document 

summarization multiple documents are 

summarized. Machine learning algorithms 

can be trained to comprehend documents 

and identify the sections that convey 

important facts and information before 

producing the required summarized texts[4]. 

Here we summarized the text using 

machine learning and It can be classified as: 

Supervised learning, unsupervised learning 

and Reinforcement learning. Supervised 

learning is the machine learning task of 

learning a function that maps an input to an 

output based on example input-output pairs. 

Unsupervised learning is a type of 

machine learning algorithm used to draw 

inferences from datasets consisting of input 

data without labeled responses. 

Reinforcement learning is the problem of 

getting an agent to act in the world so as to 

maximize its rewards. 

2. Extractive and Abstractive 

Summarization: 
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In abstractive approach document(s) 

is summarized using newly composed 

sentences while in extractive summarization 

existing sentences from the document(s) is 

used to summarize document [6].  

The two approaches to complete text 

summarization are extractive and abstractive 

[7]. The extractive text summarization 

technique involves pulling key phrases from 

the source document and combining them to 

make a summary. The extraction is made 

according to the defined metric without 

making any changes to the texts. Here is an 

example: 

Source text:  

Joseph and Mary rode on a donkey 

to attend the annual event in Jerusalem. In 

the city, Mary gave birth to a child 

named Jesus. 

Extractive summary: Joseph and Marry 

attend event Jerusalem. Mary birth Jesus. 

As you can see above, the words in bold have 

been extracted and joined to create a 

summary — although sometimes the 

summary can be grammatically strange. 

 Abstraction-based summarization 
The abstraction technique entails 

paraphrasing and shortening parts of the 

source document[6]. When abstraction is 

applied for text summarization in deep 

learning problems, it can overcome the 

grammar inconsistencies of the extractive 

method. The abstractive text summarization 

algorithms create new phrases and sentences 

that relay the most useful information from 

the original text — just like humans do. 

Therefore, abstraction performs better than 

extraction. However, the text summarization 

algorithms required to do abstraction are 

more difficult to develop; that’s why the use 

of extraction is still popular. 

Here is an example: 

Abstractive summary: Joseph and Mary 

came to Jerusalem where Jesus was born. 

The overall structure of a text summarization 

system describes in below Fig. 1; it involves 

the following steps: 

 

Fig. 1: Single or Multiple Documents, Text 

Summarization 

1. Pre-Processing: [7] working with many 

linguistic methods includes segmentation, 

word tokenization, sentence selection, stop-

word removal, stemming and part-of-speech 

etc. and produced a refined text from 

original document. 

2. Processing: The text we find from pre-

processing step is processed using one or 

more Text summarization technique and 

transform the input document(s) to the 

summary.  

3. Post-Processing: From the generated 

summary some time we need to rearrange 

the sentences, word in a sequence in 

extractive summary or replace some words 

in by word embedding if abstractive 

summary to produced good summary. 

3. Text Summarization Classifications   

 There are various groupings for TS 

classifications as demonstrated in Fig. 2. TS 

 

Fig. 2: Classification of Automatic Text 

Summarization 

 Schemes can be categorized based on 

any of the standards describe below.  

 Summary depend on the Input Size:  On 

the bases of document as input, a 

summary can be generated upon a 

solitary text document or numerous 

documents [8]. Input size tells us to the 

total number of input documents whose 

summary can be generate as target 

summary. As describe in Fig. 1, in which 

a user use Single-Document in single-

source document Summarization (SSDS) 

and produce a summary (Shorten form of 

source document) while preserve the 

critical [3].  

 Summary depend on nature of the output: 

It is categorized as Query and Generic-

Based. The summary generated by 

generic method is based on extraction of 
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the critical information from one or mode 

text and gives a general idea about its 

contents [4]. Where a query-based 

summarization deals with multi-

document is where homogeneous 

documents are find out from large corpus 

of document based on any particular [5]. 

 Summary based on the extractive and 

abstractive approach: Extractive 

summarization technique based on 

selection of utmost word and sentences 

from the inputted document and selects 

them as a part of summary [1]. Where the 

summarization is in abstractive approach 

is done in two steps in first step an 

intermediate representation of main 

document is created by using NLP 

techniques and then second step the 

summary is generated using this 

intermediate representation. In 

abstractive summary the sentence of 

summary is differ from inputted 

sentences [9].   

 Summary depends on the content: 

classified into Informative or Indicative. 

An indicative instant (Summary) 

comprises on the overall knowledge 

around the inputted document. Thus, 

indicative summary determines the theme 

of input document (i.e., addressed the 

area of inputted document). The main 

intention of an indicative method is to 

notify the users about the field of the 

input document which help the user to 

accept that whether the reading of 

inputted document is required or not. The 

normal length of this summary is about 8 

to 10% of the unique document [10]. On 

the other hand, an informative summary 

covers vital info and concepts of the main 

document like all themes of the text. The 

summary created by an informative 

method is about 20 to 30% of the main 

document in a length [4].  

 Based on the summarization domain: 

There are two categories of 

summarization based on Domain: that is 

general and Domain-Specific. The 

domain independent or general 

summarization summarizes the 

documents of different domains. And the 

domain-specific summarization 

summarized documents of definite area 

(e.g., legal documents or medical 

documents).  

 Summary based on the language: Three 

different types of summarizations based 

on language which are Mono, Multi, or 

Cross-Lingual. A method where the 

source and target documents are the same 

language is called monolingual. Where’s 

if the summary is produced in many 

languages (e.g., Arabic, English, or 

French) and inputted text is also in 

different languages are consider as multi-

lingual summarization. And in cross-

lingual summarization the inputted 

document is single (certain) language 

(e.g., English, Chinese, French, Arabic) 

and produced the summary in different 

(e.g., Chinese to French, Arabic to 

English) [10]. 

4. Comparison of abstractive and 

extractive approaches 

 Abstractive summaries are usually much 

more coherent and less informative than 

extractive ones. 

 Many abstractive summarization models 

use attention mechanisms, making them 

unsuitable for long texts.   

 Extractive summary algorithms are much 

easier to create. Sometimes even no 

specific datasets are necessary. In 

contrast, abstractive ones need a lot of 

especially marked-up texts. 

5. Conclusion 

Automatic text summarization is the 

mechanism that provides a summary by 

reducing the size of the original document, 

but keeping important information in the 

original document. However, automatic text 

summarization is still a challenging task, and 

the results are still far unlike quality human 

summaries even though many techniques 

have been proposed. Most researchers focus 

on the extractive approach. So, the literature 

for extractive summarization is more 

extensive than abstractive summarization.  

 Abstractive summary are mainly focus 

on the deep learning methods particularly for 

short document. It suggested that combining 

unlike approaches and methods and takes the 

advantage for producing improved 



National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 604 

 
 

summaries using abstractive methods. 

Various summaries is generated from the 

same text by using different summarization 

techniques so it is encouraged to associated 

the unlike ATS approaches to generate a 

better summary then the summaries 

produced by individual method. 
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Abstract: A method of noise reduction called total variation de-noising (TVD) was created in order to 

preserve sharp edges in the underlying signal. The definition of TV de-noising is in perspective of an 

optimization issue, apart from a traditional low-pass filter. By minimising a certain cost function, the output 

of the TV de-noising "filter" is produced. You may use any algorithm to implement TV de-noising as long as 

it can solve the optimization problem. Due to the non-differentiable nature of the TVD cost function, it is not 

simple. We demonstrate that compared to the logarithmic domain, the linear domain model may more 

accurately capture previous knowledge for improved assessment of reflectance and illumination. A method 

of noise reduction called total variation de-noising (TVD) was created in order to preserve sharp edges in the 

underlying signal. In contrast to a traditional low-passfilter, one way to characterise TV de-noising is as an 

optimization issue. The TV de-noising "filter" output is produced by minimising a certain cost function. You 

may use any algorithm to develop TV de-noising as long as it can solve the optimization problem. Due to the 

non-differentiable nature of the TVD cost function, it is not simple. The suggested technique produces 

equivalent or superior results on both subjective and objective evaluations when contrasted to previous testing 

methodologies. 

Keywords: TV De-noising, Optimization Issue, Low Pass Filter. 

1. INTRODUCTION 

A picture can be improved using a variety of 

techniques, like as grayscale editing, 

histogram equalisation, and filtering (HE). 

One of the main approaches for enhancing 

photos is histogram equalisation. This 

method for contrast enhancement 

immediately became well-liked due to its 

simplicity and effectiveness. To avoid 

fictional artefacts appearing in the final 

image in the second scenario, the image's 

input brightness must be maintained. Even if 

they retain the input brightness on the output 

picture, these approaches may result in 

images that appear less realistic than the 

ones that were entered with a large contrast 

improvement. Re-mapping an image's grey 

levels is the fundamental concept behind the 

HE technique. HE often adds obtrusive 

artefacts and artificial enhancements. 

Different brightness-preserving strategies, 

some of which are addressed in the literature 

review, are utilised to get around these 

shortcomings. A comparative examination 

of several enhancing methods will be 

conducted. We'll base our comparison on 

both subjective and objective criteria. Visual 

quality and calculation time are subjective 

characteristics whereas Mean squared error 

(MSE), Peak signal-to-noise ratio (PSNR), 

Normalized Absolute Error (NAE), 

Normalized Correlation, Error Color, and 

Composite Peak Signal to Noise Ratio are 

objective measures (CPSNR). Sight is the 

most potent of the five senses that people 

employ to understand their surroundings: 

hearing, touch, smell, and taste. 

A significant portion of human humans' 

daily mental activity when awake is spent 

receiving and interpreting visuals. In fact, 

the processing of visual cortex-derived 

pictures accounts for more than 99% of all 

brain activity. A visual picture contains a 

wealth of data. A picture is worth a thousand 

words, according to Confucius. The most 

straightforward and visually appealing 

aspect of all digital image processing 

methods is picture enhancement. The basic 
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goal of image enhancement is to reveal 

hidden details in a picture or to boost low 

contrast images' contrast. Every time a 

picture is transformed from one form to 

another, as when it is digitalized, there is 

some kind of output degradation. 

One of the most basic and most attractive 

aspects of digital image processing is picture 

enhancement. The basic concept underlying 

enhancement techniques is to either 

emphasise certain elements of interest in an 

image or reveal concealed detail. Figure 1 

provides a well-known illustration of 

enhancement: when we boost an image's 

contrast and apply a filter to eliminate noise, 

"it appears better." It's crucial to remember 

that the field of image processing known as 

enhancement is quite subjective. By 

applying enhancement techniques, the 

quality of these deteriorated photos can be 

improved. This is a development of the 

conventional Histogram Equalization 

method.By changing the values in intensity 

image I, it improves the contrast of the 

photographs. It works with tiny data 

sections (tiles), not the complete image, 

unlike HISTEQ. The contrast of each tile is 

raised so that the output region's histogram 

remarkably matches the desired histogram. 

Then, in order to remove artificially 

produced borders, the adjoining tiles are 

joined using bilinear interpolation. Limiting 

the contrast can prevent the image's 

potential noise from being amplified, 

especially in homogenous areas. The 

original picture is divided into two equal 

area sub-images depending upon this 

histogram's grey level probability density 

function in this innovative histogram 

equalisation approach. The two sub-images 

are then each equalised. 

After the sub-images have been processed 

and combined into one image, we finally 

receive the outcome. In reality, the method 

may successfully improve the visual 

information in the image while 

simultaneously preventing a significant 

change in the average brightness of the 

original image. As a result, it may be used 

directly in video systems. The input 

histogram is divided into many sub-

histograms using a partitioning procedure so 

that none of them contain a dominant 

component. After passing through HE, each 

sub-histogram is then permitted to fill a 

certain grey level range in the improved 

output picture.DHE achieves a superior 

overall contrast enhancement by controlling 

the dynamic range of grey levels and 

avoiding the compression of low histogram 

components, which might give some areas 

of the picture a washed-out appearance. 

 

2. LITERATURE SURVEY 

In order to strengthen its brightness 

preservation and contrast improvement 

capabilities while lowering its 

computational complexity, the brightness 

preserving dynamic histogram equalisation 

approach is reviewed in this study. This 

article discusses a variety of updated 

techniques for brightness-preserving 

dynamic histogram equalisation that 

leverage digital picture statistics for 

representation and processing. The 

approach performs better because it can 

tolerate the imperfection of grey level values 

better thanks to depiction and processing of 

pictures in the spatial domain. This method 

efficiently retains brightness while 

enhancing visual contrast. These methods 

are used for image enhancement to raise the 

quality of some photographs because they 

are not all of high enough resolution to be 

utilised as is.Analyzing an image's data to 

help a computer system comprehend, 

interpret, and recognise processed 

information is known as digital image 

processing. For the improvement of picture 

contrast, several writers have suggested 

various strategies, such as histogram 

equalisation. Here, a discussion of 

numerous methodologies for image 

enhancement is put out. A recently 

suggested technique was compared to the 

performance of a low complexity algorithm 

for contrast enhancement. It was suggested 

in 2004 that HE is a straightforward yet 

efficient picture enhancement technology. It 

has a propensity to expressively change an 
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image's brightness, resulting in grating, 

artificial, and artifact-filled contrast 

augmentation. They put out a brand-new 

improvement to the BBHE known as the 

least mean brightness error bi-histogram 

equaliser. 

The various picture enhancing methods 

have been the main emphasis of this article. 

One of the most crucial uses for vision has 

been identified to be picture enhancement 

since it may make images more visible. It 

makes subpar images more noticeable. 

Different methods have so far been 

suggested for raising the quality of digital 

photographs. Image enhancement can 

explicitly enhance and limit some data given 

in the input picture in order to increase 

picture quality. It is a type of vision system 

that minimises picture noise, eliminates 

artefacts, and maintains the educational 

elements. Its goal is to make specific visual 

properties available for research, analysis, 

and future application. This paper's main 

goal is to identify the limits of the current 

picture enhancing techniques [1]. 

The area of image augmentation has 

attracted the attention of numerous 

computer vision and machine vision 

researchers. A variety of methods are 

avaiable including Histogram Equalization, 

Spatial Averaging, Median Filteramong 

others, were designed to improve images. 

By combining two strategies, we suggested 

a novel hybrid methodology in this work. 

An artificial neural network and fuzzy logic 

(ANN). All methods that comprehend, 

represent, and process pictures, their 

segments, and characteristics as fuzzy sets 

are together referred to as fuzzy image 

processing. The goal is to create a contrast 

image that is higher than the original image. 

A filtering system must be able to reason 

with ambiguous and conflicting data. This 

implies the application of fuzzy logic. 

One of the most important topics in the field 

of picture research and digital cameras is 

image enhancement. The basic goal of 

picture enhancement is to reveal hidden 

details or boost low contrast images' contrast 

levels. Many crucial fields, including 

machine vision, remote sensing, dynamic 

and traffic scene analysis, biological image 

analysis, and autonomous navigation, call 

for high-contrast pictures with features 

preserved. Picture enhancement is the 

simple technique of converting an image X 

into an image Y with the use of 

Transformation T in order to make it appear 

better. Every field where pictures need to be 

comprehended and evaluated may apply 

image enhancement, including machine 

vision, satellite image analysis, and medical 

image analysis [2]. 

A resolution technique for improving digital 

grayscale photographs is presented in this 

research. The high frequency sub-bands 

acquired by DWT and SWT are interpolated 

to create the suggested enhancement 

approach. The suggested method divides a 

picture into several sub-bands using DWT, 

and then interpolates the high frequency 

sub-band images. Using the high frequency 

sub-bands produced by SWT on the input 

picture, the interpolated high frequency sub-

band coefficients have been rectified. The 

same interpolation factor is used to 

interpolate the lower sub band produced by 

DWT decomposition. After that, IDWT was 

used to integrate all of these pictures to 

create a super-resolved image.With the aid 

of the fusion, additional author 

enhancements to the image were done. The 

goal of picture resolution augmentation is to 

get around an image acquisition equipment 

constraint or an awkward acquisition 

situation. A Super Resolved picture is 

helpful in a variety of industries. Whether 

it's a satellite picture or a medical imaging, 

resolution has frequently been cited as a 

crucial aspect of an image [3]. 

 

3. PROPOSED SYSTEM 
A directional total variation approach for 

picture de-noising is shown here. The 

majority of image de-noising techniques 

execute total variation de-noising directly 

on the noisy pictures. In this study, we 

sequentially implement a 1D TV de-noising 

technique to pixel sequences acquired in 

various orientations, such as zigzag, 
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horizontal, and vertical. Peak signal to noise 

ratio along with other objective metrics are 

considered to evaluate the quality of the de-

noised pictures, and the performance of the 

presented approach is tested using the 

standard test photos (PSNR), An observed 

picture can indeed be expressed as the sum 

of the illumination as well as the reflectance 

dependent on the simplicity of light 

reflection.A variety of applications, 

including contrast enhancement, non-

uniform illumination pictures enhancement, 

tone mapping, remote sensing image 

rectification, image segmentation, and target 

selection and tracking, employ a variety of 

algorithms that breakdown an image into the 

illumination and also the reflectance. The 

following are a few advantages of the 

suggested system: 

 High computational speed. 

 It is more dependable since if the 

procedure is repeated numerous times, 

the image quality will be at its best. 

 The improvement is more accurate. 

 The image has also lost its noise. 

 

 
Fig 1: Block Diagram 

Various phase that are involved under the 

implementation of proposed approach are 

explained as follows: 

1. Input Image 

A rectangle-shaped array of values is a 

picture (pixels). Every pixel reflects the 

measurement of a certain aspect of a picture 

across a limited region. Many different 

things might be considered as the property, 

however we often estimate either the 

average brightness (one number) or the 

brightest areas of the image after applying 

red, green, and blue filters (three values). An 

eight bit integer is often used to represent the 

values, providing a range of 256 brightness 

levels. We discuss the resolution of a 

picture, which is determined by the quantity 

of pixels and brightness values. 

2. Sequential filter 
Sequential filtering, in which each attribute 

value is evaluated in turn with a necessary 

threshold value, is a popular method for 

ranking compounds. Compounds that are 

rejected are those that are on the incorrect 

side of the threshold. The number of 

compounds is progressively decreased by 

moving those that pass on to the next filter 

in the series. Particle filters, can be also 

called as Sequential Monte Carlo (SMC) 

approaches, are a collection of genetic-style 

particle Monte Carlo procedures for filtering 

issues that arise in Bayesian statistical 

inference and signal processing. Particle 

filters use a genetic type mutation-selection 

particle algorithm to directly perform the 

prediction-updating transitions of the 

filtering equation.The possibility that each 

of the samples from the dispersion will fall 

within that range is used to depicta group of 

particles, each with a probability weight, 

given to it. 

3. Recursive filtering 

Recursive filters, a type of filter used in 

image processing, employ one or more of 

their outputs as inputs once again. Typically, 

this feedback leads to an infinite impulse 

response (IIR), also known as an everlasting 

impulse response and characterised by 

output signal components that are either 

exponentially rising, decreasing, or 

sinusoidal. A recursive filter's impulse 

response is not always infinite, though. 

Recursive filters with a limited impulse 

response are used in some moving average 

filter designs. 
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Fig 2: Flow Diagram 

4. Total Variation 

When numerous photos are combined, a 

composite image with better visual qualities 

than the original images is created. This 

process is known as image fusion. 

Therefore, a number of measures were 

created to evaluate the outcomes of the 

experiment in order to determine how to 

evaluate the standard of the fused image. 

The mean square error, which is frequently 

used to perform these comparisons or 

metrics based on the measure of the image 

disparities, is one example of such a metric. 

To quantify the fusion of two pictures, a 

non-reference quality metric, however, was 

very recently developed. In this procedure, 

we suggest extending the fusion metric to be 

employed when more than two pictures are 

merged. 

5. Performance Estimations 

Accuracy, Sensitivity, Specificity, and Time 

Consumption are some performance 

indicators used to gauge how well the 

process is working. 

Although the human observer is the ultimate 

judge of image quality, efforts have been 

made to develop impartial grading scales. 

There are several uses for this. A distortion-

free duplicate of the picture, referred known 

as the reference image, is necessary for 

many objective measurements of quality so 

that it may be compared to the image whose 

quality is being evaluated. Both the 

reference image matrix's dimensions and the 

degraded image matrix's dimensions must 

match. 

4. RESULTS 

Total variation de-noising (TVD) is a 

method for reducing noise designed to 

preserve sharp edges in the underlying data. 

TV de-noising is defined as an optimization 

issue, unlike a traditional low-pass filter. 

The TV de-noising "filter" output is 

produced by minimising a certain cost 

function.We now provide a directional total 

variation method for de-noising images. The 

total variation de-noising is applied directly 

to the noisy pictures in the majority of image 

de-noising techniques. In this study, the 

pixel sequence acquired in various 

orientations, including zigzag, horizontal, 

and vertical, is subjected to a sequential 

application of a 1D TV de-noising 

technique. The efficiency of the suggested 

method is evaluated through the benchmark 

test photos, and the de-noised images' 

quality is evaluated using a variety of 

objective metrics, such as peak signal to 

noise ratio, as demonstrated in the 

accompanying screenshots. The product of 

illumination and reflectance can be used to 

represent an observed picture reliedupon the 

simplification of light reflection. 

 
Fig 3: Input Image 
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Fig 4: Noise Removal 

 
Fig 5: Fused Image 

 

 

5. CONCLUSION 

 

A brand-new and potent variation-model-

based technique for fusing and de-noising 

multimodal medical images has been 

provided. Recursive filtering-based weight 

map approach is used to first creatively 

incorporate the multi-scale alternating 

sequential filter into the multimodal medical 

picture fusion framework. In order to avoid 

noise influence, it can successfully extract 

the key features from noisy input medical 

pictures. To make up for the TV's flaw, the 

local AFOTV limitation is also designed to 

further decrease noise. 
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Abstract: This paper attempts to cover the need of security based protocol for storing the confidential information in 

cloud storage environment and framework from unidentified users. Cloud services provider’s demands various types 

of security framework and approaches for storage data securely in cloud databases. As per the demands from client 

server required data should be accessed properly. During the accessing of data from cloud servers, authorized users 

demands Information integrity and accessibility of concerned data should be filtered and get viable in cloud storage 

schemes. But, any unknown users may damage the database from cloud storages.Thus, there is a need to provide 

standards like data fragmentation, encryption and decryption data security protocols and algorithms to deliver data 

authentically from cloud storage databases. 

Keywords: Cloud Service Providers (CSP), Third Party Auditor (TPA)Cloud Security Alliance (CSA),Controller for 

Storage as a Service (CSaaS),Internet of Things (IoT), 

 

1. Introduction 

The need for external storage is growing 

tremendously due to the digitization era. It is 

observed that almost all records and videos are 

being archived for minimum of seven years. 

Due to data like High Definition (HD) movies, 

data generated  by  CCTV cameras in public 

places and emergence of Internet of Things 

(IoT) technology have  led to an unprecedented 

increase in the demand of Storage as a  Service  

model  in  cloud computing. Agile computing 

environment is insisting the enterprises to 

increase their operational and computing cost. 

Manyenterprises are migrating towards Multi-

Cloud to store the enterprise data to meet  these  

growing  demands  of the consumers.  

Multi-Cloud approach overcomes various 

limitations faced by single cloud environment. 

The advantages  includes freedom from vendor-

lock-in, interoperability, improved availability 

and security of the data. In caseof structured 

database storage there is a need to handle 

random read/write loads  and  virtual  machine 

file system. The most suitable approach to 

achieve this would be File storage supported by 

Network Attached Storage (NAS). Proposed 

framework is used to store the  data  in  the  

Multi-Cloud environment using file storage 

technology. The framework referred to as 

Controller for Storage as a Service (CSaaS), 

comprises of four modules which facilitates the 

clients to achieve secure data storage on 

multiple clouds. 

2. Requirement of  Cloud Service 

Provider 

Traditionally, most business enterprises have 

their own IT department to support the day-to-

day enterprise transactions and processes. For 

small and medium enterprises owning the IT 

infrastructure is a very expensive proposition as 

they not only have to invest in the IT hardware 

and software, but also have to invest on the IT 

personnel, maintenance and day-to-day 

operational costs. With emergence of Cloud, 

most of the organizations are now migrating 

towards outsourcing their IT requirements for 

reaping the cost saving benefits. Realizing the 

importance of such services there has been an 

emergence of many organizations which have 

started providing cloud services. This has 

enabled customers to choose from array of 

service providers at a competitive cost. 
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Although envisioned as a promising service 

platform for the Internet, the new data storage 

paradigm in ‘cloud’ brings about many 

challenging design issues which have profound 

influence on the security and performance of 

overall system using cloud service providers [1] 

[2]. The Cloud Security Alliance (CSA) 

released ‘Security guidance for critical areas of 

focus in cloud computing' [3] which has 

identified various areas of concern. Cloud 

computing security being an evolving sub-

domain of computer security, network security 

and information security has emerged as one of 

the most active research topics [3]. 

3. Relevant work on Multi-cloud 

storage protocols 

The research is more focused on the work that 

is related to the security of the data stored on the 

cloud [4] [5] [6] [7] [8]. Security of data stored 

on the cloud has become more challenging due 

to three main features, i.e., multi- tenancy, 

outsourcing and massive data computation. 

These features have given rise to security issues 

like lack of confidentiality, integrity, and 

availability. Further when services are obtained 

from single cloud service providers, it results in 

vendor-lock-in. Although there are many 

frameworks proposed by researchers that deal 

with these issues, there has been a limited work 

carried out to address secured data storage on 

Multi-Cloud platform that uses file storage. This 

is quite essential for the enterprises to ensure 

data privacy before storing the data on public 

clouds. File storage is considered as one of the 

enterprise solution to storage needs. In today’s 

IT environment, various storage needs are 

arising out of pricing, performance, uptimeand 

availability needs. In file storage space is 

accessed using file system. Many researchers 

have worked for a security model for object 

storage which is more suitable for storage and 

retrieval of individual data. Most of the 

frameworks proposed by various researchers 

for storage in Multi-Cloud environment have 

focused on either confidentiality or integrity or 

availability enhancement or  address  vendor  

lock-in issue. Hail system [9] partitions data 

into segments, and then distributes the 

segments in clear text format on the primary 

servers thus making it vulnerable to 

confidentiality of data. RACS [10] focuses on 

addressing vendor-lock-in by diversifying data 

on multiple CSPs but has not addressed the 

security aspect. Cloud-Raid proposes an 

approach for intelligent file placement based on 

user’s requirement and automatic replication 

[11][12]. Even though this solution improves 

confidentiality, availability and reliability of 

data stored on cloud, it does not provide choice 

of encryption algorithm to the user. DepSky-A 

and DepSky-CA [13] protocols improve 

availability and integrity of data stored on cloud 

by replicating it on multiple cloud providers 

using quorum based techniques. This model has 

optimized read and write processes on Multi-

Clouds but the monetary cost of using this 

system is still twice the cost of single cloud 

storage. This is due to the byzantine fault 

tolerant replication method used to replicate 

data on various cloud service providers [14].  

Depsky also  does not provide a method for the 

client to select the CSPs based on certain 

metrics. NC-Cloud [15] solution is based on 

economical re-construction of failed node. NC- 

Cloud is more focused on reconstruction of 

failed CSPs by economical way. It shows that 

low cost CSPs can be chosen to retrieve the data 

in case of any CSP failure. All these approaches 

have addressed only the object storage 

technology. Thus, thereis a need to develop a 

framework which addresses all the limitations 

as mentioned above.  

4. Verifiability and Accessibility 

Protocols 

The beginning of the advanced period has 

the viability in sharing and securing the 

data. However there are some major 

concerns as well. With the introduction of 

cloud services opportunity to steal data has 

reached new heights and so has the 

concerns. There takes after a key determent 

related with the security issues identified 

with the information put away in cloud. The 

potential security issues and the troubles 

with completely augmentation of 

information elements in the cloud and 

administration accessibility have been 

recognized.  
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One more protocol is introduced to enhance 

the data confidentiality. A protocol that 

takes the security to all new level is 

designed with an encryption algorithm as a 

part of the protocol that provides four 

layered security.  Each layer adds to the time 

needed to break the cipher to get the 

genuine information. This algorithm is 

lightweight and promises to provide the 

security needed for securing the sensitive 

data. It is a perfect replacement for most of 

the standard algorithms as it brings a set of 

revolutionary concepts to the desk. 

Distributed computing is the utilization of 

registering assets (equipment and 

programming) that are conveyed as an 

administration over a system. It depends on 

remote administrations. Fundamental 

design of the distributed computing has 

three layers viz Infrastructure as an 

administration (IaaS), stage as an 

administration (PaaS) and programming as 

an administration (SaaS). As storage space 

is outsourced Foundation as a Service 

(IaaS) ends up indispensable for securing 

the data. The client can profit by systems 

administration framework offices, 

information stockpiling and registering 

administrations. At the end of the day, it is 

the conveyance of PC framework as an 

administration. Cases of IaaS are the 

Amazon Web Service (AWS) [12], Go-

Grid, Flexi Scale, etc. Foundation as a Service 

(IaaS) is the most minimal layer from which the 

higher layers are abstracted. IaaS can be 

depicted as, "a model for empowering 

advantageous, on-request arrange access to a 

common pool of configurable processing assets 

(e.g., systems, servers, stockpiling, 

applications, and administrations) that can be 

quickly provisioned and discharged with 

negligible administration exertion or specialist 

organization connection”. There are few 

security concerns due to outsourcing of data by 

the enterprises on to the public cloud using 

IaaS. The broad utilization of virtualization in 

cloud framework brings remarkable security 

worries for clients or inhabitants of an open 

cloud benefit. Virtualization changes the 

connection between the OS and hidden 

equipment. Particular concerns incorporate the 

possibility to trade off the virtualization 

programming or "hypervisor". Cloud security 

engineering is powerful just if the right cautious 

usage is set up. The cloud supplier keeping in 

mind the end goal to set aside some cash and 

storage room may disregard the information put 

away or purposely erase the once in a while got 

to documents presenting difficult issues for the 

clients of that information. There are numerous 

plans proposed under different frameworks and 

models to determine this issue. Thinking about 

the part of verifier, every one of the plans fall 

under two general classes private 

unquestionable status and open obviousness. 

As the information and data is imparted to 

outsider, the distributed computing clients need 

to maintain a strategic distance from the un-

confided in cloud supplier. Securing private and 

essential data, for example, charge card points 

of interest or a patient’s restorative records 

from aggressors or noxious insiders are of basic 

significance. Furthermore, the potential for 

relocation from a solitary cloud to a Multi-

Cloud environment is analyzed and explore 

identified with security issues in single and 

Multi-Clouds in distributed computing is 

reviewed. 

With the presentation of cloud, the online 

services got a boost over the potential 

customers and the ability to diversify services. 

With this the cloud becomes the central place 

for hackers to whip the sensitive information. 

Hence, the organizations do not trust the cloud 

as the safe place to store confidential data. 

Various cloud services are managed by 

different people and hence there is further 

decline in the trust. Issues concerning to 

performance have been discovered with the 

help of evaluation of infrastructure and 

architecture and a set of proposed algorithms. 

Researcher introduces a protocol that provides 

the needed security without compromising the 

performance. In this research work, researcher 

assume the first layer of security is provided by 

the cloud service provider by means of access 

restriction, intrusion detection and other set of 
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security tools and counter measures necessary 

for assuring the safety of the clients. The users 

or clients are provided with login details to 

secure the data from unauthorized persons. As 

the data is stored at a single location the 

intruder, if successful, may execute with 

confidential information. The best technique to 

secure the data would be to part the information 

into sections and store the information into 

multiple cloud storages. 

An organized data that is divided into fragments 

would not be the safest possible way to 

segregate the data. Hence, researcher 

introduces a protocol that makes use of a 

random formula to scatter the data into a 

number of files. Once the data is stolen, it can 

be rearranged into a file and the entire file may 

be fed to the text processing tools to shuffle it 

until it makes proper sense. To overcome 

this,researcher introduces a concept called 

garbage insertion as a second layer. The 

algorithm makes sure that even after extensive 

processing of randomized text the intruder will 

not get the exact information by attaching fake 

or garbage data to the real data thus making the 

boundaries between real and fake data invisible. 

The deciphering module holds all the 

manipulations that are to be done for digging 

out the real data.Now with fake and real data 

mixed up, the task of intruder is infinitely hard. 

To take the real information further apart from 

the intruder researcher make use of encryption. 

The encrypted text makes no sense to any 

humans.  

With all these features the algorithm eliminates 

the need for key sharing. This algorithm makes 

use of a concept called intelligent scan 

technique to get the key out of the cipher. The 

key is not included into the cipher but the 

arrangement of cipher holds a computational 

mystery that can be solved by the deciphering 

module. 

NIST [20] portrays distributed computing as “a 

model for enabling convenient,  on demand 

network access to a shared pool of configurable 

computing resources (e.g. networks, servers, 

storage, applications, and services) that can be 

rapidly provisioned and released with minimal 

management effort or  service  provider  

interaction”. 

Kamara and Lauter [21] have presented two 

kinds of cloud framework just, to be specific 

private and open mists. Information that is 

gotten to and controlled by confided in clients 

is in a protected and secure private cloud, 

though the framework that is overseen and 

controlled by the cloud specialist organization 

is in an open cloud. Specifically, this 

information is out of the client's control, and is 

overseen and imparted to perilous and un-

confided in servers. Unwavering quality and 

accessibility are different advantages of people 

in general cloud, notwithstanding minimal 

effort. Notwithstanding, there are additionally 

concerning issues for open distributed 

computing, most remarkably, issues 

encompassing information uprightness and 

information privacy. 

Despite the fact that cloud specialist co-ops can 

offer advantages to clients, security dangers 

assume a noteworthy part in the Cloud 

Computing condition. As the cloud 

administrations are worked over the Internet, 

any issue that is identified with Internet security 

additionally influences cloud administrations. 

Accordingly, Internet security issues will 

influence the cloud, with more serious dangers 

because of significant assets put away inside the 

cloud and cloud weakness. That is, the security 

issues like information uprightness, 

interruption and so forth influence distributed 

computing and shape the reason for distributed 

computing security. Henceforth, researcher 

should plan certain methods to beat these 

significant obstacles and make the 

administrations benefited by the clients 

(customers) with no mutilation and least 

inertness. Thus, there is a need to address the 

worry towards the three security factors that 

especially influence the cloud, specifically 

information uprightness, information secrecy 

and administration accessibility by enabling 

open unquestionable status for the information 

stockpiling on cloud. Data integrity and 

availability have been addressed in CSaaS.  

5. Proposed Solution For Public 

Verifiability 
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In the current situation of distributed computing 

the significant concerns is towards the security 

of information or data put away on the mists. 

One of the greatest fears with capacity is the 

information trustworthiness confirmation at the 

un-confided in servers. As in the private 

information is imparted to the outsider, there is 

dependably a risk of losing or altering made 

with the information. Additionally the cloud 

specialist organizations to set aside some cash 

and cloud space intentionally erase the unused 

or minimum got to documents. It is likewise 

reviewed that to keep up a decent notoriety the 

cloud specialist organizations conceal the 

information blunders, altering made into the 

documents, any glitch did, interruption assaults 

from inside the system or from outside. 

Keeping in mind the end goal to take care of 

these issues numerous plans are anticipated 

under various frameworks and models. 

Different plan arrangements give the best 

approach to conquer a portion of these 

obstacles. That is, there is no single outline 

arrangement, which answers to every one of 

these issues at once. Reviewing the cloud 

security is aimed at identifying the flaws and 

makes a detailed study of concerned subset 

[21]. Once the fault is identified it is then 

refined into problem statement for the 

researchers. As these vulnerabilities are brought 

to light, it urges for some set of protocols to be 

provided for securing users and clients 

information. A new algorithm has been 

proposed for wireless communication with an 

aim of increased performance. Here 

information is isolated into squares where First 

Square of information is encrypted and rest is 

properly arranged. Here the process starts by 

encrypting first block of data using algorithms 

like AES. Then perform complements of all 

data with text of first block. With this 

arrangement of suspicions the meanings of the 

model are planned as given underneath, trailed 

by the development point of view. 

The proposed arrangement is composed in light 

of specific uncertainties. The suspicions made 

to build up the proposed framework display are 

recorded as it takes after: 

 There is no Third Party Auditor (TPA) 

for the review keeping an observation for 

the customer's benefit. Rather the 

customer or different clients meaning to 

utilize the record themselves need to 

challenge for confirmation. 

 As no TPA is included all the 

confirmation looks at are conveyed at the 

server side. Henceforth the presumption 

expresses the cloud specialist 

organization is depended. 

 General society key is shared by the 

proprietor of the document through his 

helpful ways (email, SMS, and so on.) 

with the goal that they can see the record 

or test for the documents trust 

worthiness. 

Following notations used for 

algorithmic key calculations and 

results identification. 

 (F')←Encrypt(F). This calculation is kept 

running at the server side. The 

calculation utilized for encryption is AES 

Symmetric key Encryption calculation. It 

takes a reasonable configuration record 

to be transferred on the cloud as input. 

 (pk, sk)←KeyGen(). This is kept running 

at the server side. In this calculation 

researcher produce people in general 

key(pk) and private key(sk). These keys 

are utilized for giving approval to clients 

to task on record. 

 (ϕ)←File Split(F'). Utilizing this capacity 

the scrambled document is isolated into 

information squares (pieces) of 

equivalent size. The quantity of pieces to 

be made is relied on the encoded 

document estimate. Where ϕ indicates 

the arrangement of lumps produced. 

These lumps are put away in separate 

registry of same name as that of the 

document to evade disarray. 

 (Ω)←Hash Gen(ϕ). The hash an 

incentive for every one of the lump in ϕ 

is produced.Therefore Ω is an 

arrangement of hashes all things 

considered.  
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The calculation actualized to produce the hash 

value in the proposed framework is MD5 

Checksum. Any comparable calculation can be 

utilized. 

 R(ω)←(ω) utilizing the above got pieces 

a hash tree is produced by joining the 

nearby two hubs to frame their parent 

hubs. This is recursively done until the 

point when a solitary parent hub is gotten 

i.e. root hub which is spoken to using 

R(Ω). 

 (Ƶ)←Zip Dir(ϕ). The index containing 

the information squares is sped to store 

on the server keeping in mind the end 

goal to keep up space effectiveness. 

 {TRUE, FALSE}←Verify(Filename). 

This capacity restores the TRUE or 

FALSE incentive on testing the CSP for 

specific records' respectability. On the 

off chance that TRUE is restored the 

document is flawless and FALSE 

something else. 

 (F)←Execute Op(Filename, K, OP 

Mode). This capacity acknowledges a 

filename on which certain activity is to be 

performed. OP Mode parameter chooses 

the kind of task to be performed (verify, 

view, update, delete). Contingent on the 

method of task the suitable key K is asked 

for to pass. 

6. Proposed Architecture of Security 

Protocol Levels  

Implementation of proposed security protocol 

is built over four levels to provide ample 

security in CSP environment as shown in 

figure1. 

 

 Figure1: Proposed Architecture of security 

protocols levels 

Level 1-Cloud Service Provider (CSP) 

 

At the top level basic set of security must be 

given by the cloud specialist co-op.The security 

modules may include the ways of restricting 

access to the personnel/confidential 

information and employing modules that alert 

whenever there is an attempt to infiltrate the 

remote storage. The cloud service provider 

must gain trust by handing over SLAs to the 

clients if the need arises. Once the client hands 

over the data, it must be provided with all the 

security agreed on over the SLAs. 

Level 2-Fragmented Text 

 

At the top level the security is provided by the 

cloud specialist organization to ensure that 

the clients trust the cloud and stealing the 

information is no easy task.  The intruder has to 

surpass all these obstacles to get confidential 

data. The level two of the protocol is active in 

the area where the intruder successfully 

breaches all the walls. The basic threat of data 

theft can be eliminated if all the data is not 

present in same place. If we divide the data into 

fragments and store it using multiple usernames 

within single cloud storage or by having 

multiple usernames among multiple cloud 

storages. With this the first task of the intruder 

would be discover multiple user accounts and 

the breach every single account to collect the 

complete information. The security is increased 

in proportional with that of the quantity of client 

accounts. The proposed calculation that is a part 

of this protocol provides this functionality by 

dividing the data into multiple files. As the data 

is fragmented into files now the task of intruder 

is to combine all the data once he gets all the 

files that carry the information. Hence to make 

sure the intruder does not get the information 

the data is randomly divided and randomly 

arranged into files. Hence when the intruder 

gets all the files,still far away from the authentic 

information achievement. 

Randomizing the information gives another 

edge against the intruder as there is no easy way 

Level1
•Cloud Service Provider (CSP)

Level2
•Fragmented Text

Level3
•Garbage insertion

Level 4
•Encryption and Decryption
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to find the pattern of randomization. The task of 

intruder is now in a deadlock until he finds a 

way out. Hence this second level adds 

considerable security to the information. This is 

completed in no time as the operation is very 

basic and involves no processing of data. 

 

Level 3-Garbage Insertion 

As the data is scattered over a set of files and 

clouds the task of getting to data is tricky and 

time consuming. But if the intruder possesses 

the high-end processing capability then he 

might end up with the confidential information.  

Hence researcherintroduce the concept of 

Garbage Insertion into this protocol. The task at 

this level is to make sure that the information is 

perfectly mixed with fake information. The 

objective is to eliminate the boundary between 

the real and fake data to make sure the task of 

filtering fake data out of file is eliminated. As 

the fake and real data appear alike, it’s hard to 

mark the real part of the file. The algorithm 

generates random fake data to be embedded 

with real data which is scattered into multiple 

files along with real data. There will be no static 

pattern of data distribution which makes 

prediction of possible location of real data a 

work of fiction. By employing the concept of 

Garbage Insertion the intruder is left with no 

choice but to quit. The tools are being 

constantly upgraded to get the information out 

of shuffled data files.  Hence the concept of 

Garbage insertion is used to eliminate the crypt-

analytical tools that deal with text processing. 

The garbage information may be formatted to 

appear like real information with fake details. 

With this researcher can engage the intruder 

into an infinite loop of unwanted data. 

Level 4-Encryption 

As the information in fragmented, shuffled and 

mixed with fake data but still the data is 

readable and makes sense to anyone who reads. 

So to eliminate the characters that make sense 

and increase the level of security researcher 

employ the idea of encryption. The encryption 

algorithm employed is none of the standard 

algorithm out in the market. This particular 

algorithm has evolved to invent a way of cipher 

generation that is fast and generates a high 

standard encrypted text. This algorithm follows 

the basic rule of converting text into something 

that does not make any sense based on the key 

provided. The algorithm tries to eliminate the 

threat of intruder noting down the key by 

getting a visual over the keyboard or the screen 

by not using the key directly for cipher 

generation. 

Hence this protocol provides a four layered 

security structure for securing the data at 

different levels as explained in algorithm 1 and 

2 as follows. 

Algorithm 1: Encryption Algorithm 

Step 1: Start. 

Step 2: Prompt for file location. 

Step 3: Prompt for key. 

Step 4: Generate actual key based on 

the key provided by the user.  

Step 5: Carry out character by 

character cipher generation. 

Step 6: Generate fake and garbage data 

to insert into output file. 

Step 7: take the output file for 

fragmenting the information into 

multiple file. 

Step 8: Stop. 

(Developed by Researcher)  

Algorithm 2:  Decryption Algorithm 

Step 1: Start. 

. 

Step 2: Prompt for location of all files. 

Step 3: Prompt for first sequence file. 

Step 4: Combine all the fragmented information 
from all file as indicated by the sequence 
information in first file and store it in a single file. 

Step 5: Perform intelligent scan to obtain 
garbage code.  

Step 6: Based on garbage code pick out the real 
data. 

Step 7: Perform intelligent scan to obtain the 
mystery equation. 
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Step 8: Carry out needed manipulation over the 
mystery equation to obtain the hidden key. 

Step 9: Carry out character by character 
decryption.  

Step 10: Store the decrypted information into a 
file  

Step 11: Stop. 

(Developed by Researcher)  

Researcher proposed implementation of the 

protocol by 

following top-down approach as shown in 

figure 2 

 

Figure 2: Protocol for pre-processing the data 

(Source: Compiled by Researcher) 

 

Decryption Module:  

The decryption module is in synchronized with 

that of the encryption to be able to decipher the 

text. With these layers of security the task of 

retrieving the real information from encrypted, 

faked, and fragmented data is rarely possible.  

No key sharing: As the need to share the key 

over the network or exchanging the key are 

defenseless against the intruders nagging 

around, the best way to take out this risk factor 

is to eliminate the need of key sharing.  

Infinite key length: As the amount of security 

provided by any algorithm depends on the key 

length, this algorithm has no limit to its key 

length. The max key length can be specified 

and the key used may be of the specified length 

or smaller.  

7. Conclusion 

This paper proposed security protocol provides 

a four layered security to embed trust into cloud 

services and increases the safety of the user’s 

data or information. The proposed algorithms 

and protocols improve the security mechanism 

on cloud service provider for protecting 

confidential information from any unauthorized 

users.. The encryption and decryption 

algorithm is designed to generate a key based 

authentication and grant permission access after 

verification of encrypted key for the user. 

Proposed security protocol is built over four 

levels to provide ample security in CSP 

environment. This paper attempts to identify 

solutions and suggest security protocols for 

public verifiability and accessibility of data 

security on cloud storage environment. 
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Abstract: In image processing and pattern recognition, handwritten recognition is vital research. Computers 

have the ability to receive handwritten data and convert it into digital format. In this paper feature extraction 

of optical character recognition (OCR) for handwritten data is discussed. OCR is used in applications where 

large amounts of data is present. The process of optical character recognition is reading text from paper into 

machine- readable format. Feature extraction gives methods and recognizes the data individually with a high 

degree of accuracy. Feature extraction helps to observe the shape in the pattern. 

Keywords: Artificial Neural Networks; Feature Extraction; Handwritten Symbol; Handwritten Symbol 

Recognition; OCR; Soft Computing Techniques 

Introduction: 

In the advancement of technology, 

computers have become more human-

like and intelligent. It makes sense for 

them to be able to read human writing 

to develop a computer’s ability to read 

human handwriting. Reading a 

human's handwriting is a very 

complex problem involving issues 

like different shapes and writing 

styles. With the help of artificial neural 

networks, computers or machines can 

learn new things and they can make 

decisions like a human brain. Artificial 

neural network is based on a collection 

of connected units or nodes called 

artificial neurons. In a biological brain 

each connection like the synapses can 

transmit a signal to other neurons. 

Neurons are also called nerve cells. It 

sends Signals and receives it from your 

brain (1). Soft Computing is a 

collection of artificial intelligence (AI) 

computing techniques that give 

devices human-like problem solving 

capabilities and it gives natural 

selection that provides quick solutions 

to complex problems. The main 

objective of soft computing is to 

evolve intelligent machines for real 

world problems (2).Handwritten 

Mathematical Symbol Recognition 

Process 

OCR recognize handwritten and printed 

data automatically and for computers, it 

produces text data into editable formats 

(3). The Optical Character Recognition 

system steps are as follows: 

 
Fig 1: Block Diagram of OCR System 
Image Acquisition 

The use of Optical Character 

Recognition (OCR) technology is to 

pick out printed or handwritten data by 

using a scanner. Handwritten scanned 

image is given to the pre- processing 

stage as an input. 

1. Pre-processing 

Pre-processing is required to clean 

image data. Optimized the noise level on 

an image and outside areas of the text 

should be removed. The main goal of 

Pre-processing is to make it as easy as 

possible for the OCR system to 

distinguish a character or word from the 

background. In the pre- processing step, 
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scanned images convert into a grayscale 

image. It uses edge detection techniques 

and sets the boundaries of samples 

within the images (4). 

2. Segmentation 

The segmentation is a process of 

grouping a Characters into subparts for 

processing them further. There are 

predefined classes for Characters. So, for 

matching the patterns images can be 

scanned. Segmentation reduces the 

complexity of the image to make further 

processing or analysis of the image 

simpler. This technique for binding the 

boundaries of samples within images (5). 

3. Feature Extraction 

In feature extraction, each character is 

elected as a feature vector. The objective 

of feature extraction is to place input data 

into a set of features. As a result, each 

character gets classified in a particular 

class. Images cut close to the boundary. It 

involves pixels with intensity value kept 

in touch with the pixel in the binary 

images. It is used on large data sets and 

require to lessen number of resources 

without dropping any important 

information. Reduction of data helps to 

make the model with less machine effort 

and learning speed also increases (6). 

Feature Extraction Methods 

1) Zoning: By Zoning 

technique, the image is divided into n × n 

zones. To form the feature vector, features 

are extracted from each zone. The 

objective of zoning is to collect the local 

characteristics instead of global 

characteristics. The closeness of pixels in 

each zone are figured and used as a 

feature. Elima Hussain introduced a new 

approach to the zoning feature extraction 

method. It works by counting the number 

of black pixels in each zone and storing 

them in an array. It divides the image into 

blocks or zones of the same size then the 

number of black pixels from each zone is 

calculated and stored in an array. Pseudo 
code is shown below. 

Zoning algorithm 

1. Input: Binary image (size n * n) 

2. block_id = 1 

3. for i from 1 to n 

4. for j from 1 to n 

5. read p * p pixels in matrix format 

6. block [block_id] = read matrix 

7. block_id = block_id + 1 

8. for block_id from 1 to m 

9. read block [block_id] 

10. count = number of black pixels in 

the block 

11. signature_array [block_id] = count 

12. Result: signature array of the 

image 

At first, the program will read the n × n 

image. After that image, divide it into 

some zones or blocks with the size of p × 

p pixels. Then counts every black pixel 

from each zone and stores it into a 

signature_array (7). 

2) Projection Histogram 

Features 

Projection Histogram computes the 

quantity of pixels in well-defined 

direction of horizontal, vertical, 

diagonal traversing. These projection 

histogram for 3*3 patterns are 

represented. In horizontal histogram 

these pixels are calculated by row 

wise, in vertical histogram the pixels 

are calculated by column wise, in 

diagonal-I histogram calculated by 

left diagonal wise and diagonal-II 

histogram calculated by right 

diagonal. 

 

 
Fig 2. Evaluation of 4 types of 

Projection Histograms on 3*3 patterns 

3) Distance Profile Features 

Distance Profile Features calculates 

the number of pixels from the bounding 

box of the character image to the outer 

edge of the character. Distance traced 
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can be horizontal, vertical or radial (8). 

Conclusions 

This paper is also focused on Feature 

Extraction technique of Optical 

Character Recognition. For Handwritten 

symbol Recognition six steps of OCR are 

used. Feature Extraction helps to observe 

the shape in the pattern. Feature 

Extraction Technique is successfully 

done in this paper. As a result, each 

character gets classified in a particular 

class and images cut close to the 

boundary. It involves pixels with 

intensity value kept in touch with the 

pixel in the binary images. The objective 

of zoning is to collect the local 

characteristics instead of global 

characteristics. Projection Histogram 

computes the quantity of pixels in the 

defined direction of horizontal, vertical, 

diagonal traversing. Distance profile 

feature traced can be horizontal, vertical 

or radial. 
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Abstract: After the COVID-19 Global Crisis, different types of methodology for the Masked Face Recognition have 

been presented in various fields. Mask on the face hide most important features of the face such as mouth and nose 

then recognition of Mask Face in all angles of head pose created difficulties. Authentication of people and verifying 

identity with Face Mask is now became challenging task.The study of the recent research area for Masked Face 

Recognition by convolutional Neural Network Methodology is based on ResNet50,Deep Learning, Alex Net and VGG-

16.This Methodology are applicable for MFR at all static image and live video streams.  

Keywords: Convolutional Neural Network, Deep Learning, Masked Face Recognition 

INTRODUCTION 

Corona virus disease spreading viruses in the 

world, and it is spreading widely due to its 

transparent behaviour. Everyone is scared again 

because of third waves of corona virus disease. 

Spreading of viruses never be stop and it can be 

taking different form of disease in the future[3]. 

To protecting our nation from this disease, 

government of each nation doing mandatory of 

mask face at every crowded place. To protect of 

human life from thefast-spreading viruses,face 

mask is one of the primary levels of solution. 

Most discriminant features of masked Face 

covered by mask and scarp so due to this reason 

Masked Face Recognition is became very high 

challenging task for the secured authentication 

at differentsensitiveplaces. The Recognition of 

Masked Face various technologies are 

developed in the area of Deep Learning. Deep 

Learning Technology having deep layer to 

detect and extract the hidden area on the 

maskedface. Important features on the mask 

face like as nose, mouthis hidden by mask, so it 

is very challenging task in the Research area to 

uncover the face and recognized original face. 

Convolutional Neural Network is one of the 

greatest methodologies in Deep Learning 

model those are capable to extracting features 

on Mask Face and generating maximum 

accuracy of Masked Face. CNN it has multiple 

Deep layers. ResNet50, AlexNet, 

VGG16,Resnet100this methodology is used in 

MFR. 

ARTIFICIAL NEURAL NETWORK 

An Artificial Neural Network is data processing 

system which are composed from several 

interconnectedprocessing units. Each unit has 

an input-output characteristic and implements a 

local computation or function. The network 

developed an overall functionality through one 

or more forms of training. Artificial Neural 

Network are capable of pattern recognition, and 

it can learn by example from data and organize 

the information into a useful form. Artificial 

Intelligence is the greatest technology in the 

area of Science and Technology. Artificial 

Intelligence is the study of automatic 

computation that makes capability to think and 

act like as human brain with learning 

intelligence of system. 

1-WORKING OF CONVOLUTIONAL 

NEURAL NETWORK IN MASKED 

FACE RECOGNITION. 

DEEPLEARNING MODEL 

Deep learning methods having deep neural 

network to train machine by learning from 

examples. Pattern of any image or object can be 

recognized easily by deep layer network with 

different algorithm. Various methodology of 

deep-learning network extracts the features of 

masked face and recognized desired output 

pattern. Mostly used Convolutional Model for 

masked face recognition are introduced in this 

study. 
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CONVOLUTIONAL NEURAL 

NETWORK 

CNN is a Deep learning algorithm. It has deep 

multiple layer those are enabled to detect 

object, recognized face, find out pattern. 

Feature extraction carried out by hidden layer 

of CNN. Architecture of CNN starting from 

AlexNet Network and ending with the High-

Resolution Network. CNN algorithm 

Recognized and classified the pattern of image, 

voice, plants, animals, face, object, occluded 

portion and different facial pose without human 

supervision. Accuracy of their results is very 

high[6]. The Architecture of CNN having 

convolutional layer, poolinglayer, Relu layer 

and fully connected layer shown in figure 

1.Properties of each layer given in brief: 

Convolutional Layer -Key features extracted 

and filters the image with pixel values.  

ReLU Layer -Rectified features Map at this 

layer. 

Pooling Layer -Various filters used to identify 

different parts of the image. 

Fully Connected Layer -Combines all features 

and predict the image patterns with maximum 

accuracy. 

 

 

Fig.1- Basic Architecture of Convolutional 

Neural Network. 

2-MASKEDFACERECOGNITION 

PIPELINE 

The given pictorial representation in figure 2 

cover all steps from image pre-processing up to 

matching of actual masked face image by using 

optimum algorithm. 

Fig.2-Pictorialrepresentation of Masked Face 

Recognition Pipeline 

Firstly, collected images with two types of 

datasetsi.e., Masked Face image and Ground 

truth image. First step of pre-processing like as 

data augmentation and image segmentation 

apply for execute the required operation in 

MFR methodology[5]. Then set some key 

features to be extract by best learning models 

for masked faces. Compared masked face with 

unmasked for the estimation of original face. 

Finally matched the face and identified or 

verified face. Recognition process of MFR 

shown in below. 

2.1-Image Pre-processing 

In image pre-processing firstly read the Masked 

Face image from the input network. If need to 

remove unwanted noise from collected 

database,then remove it.Several methods 

segment the image to obtain better 

representation in semantically. Set of images 

resized or rescale to match the input network 

and stored as a numeric array. 

2.2-Feature Extraction 

The feature extraction is one of the crucial 

methods in any recognition process of deep 

learning model. Some key facial features to be 

extracted for mask face recognition such as 

eyes, nose, forehead and eyebrow. 

2.3-Mask Detection 

Recently,Mask on the face created occlusion so 

half region of face hides by different texture and 
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shapes of Mask. Detection of masks or 

occluded face can be detected by existing 

methodology of CNN. 

2.4-Face Unmasking 

Learning based object removal and non-

Learning based object removal algorithm are 

existed those can unmask the face. 

2.5-Face Restoration 

After unmasking the face, Missing parts should 

be estimated and restored to conduct the 

identity matching process for recognized or 

unrecognized identity. 

2.6-Face Matching and Recognition 

Match the unique extracted features of Masked 

face with the faces stored in database. Which 

face from database matches closest pattern to 

extracted features that will become desired 

output. Finally verify and confirm whetherthe 

face matches or not. 

4-STANDARD DATASETS 

In the Recognition of Masked Face mostly 

researchers used common and own created 

dataset. In the study of CNN methodology 

mostly used dataset are introducing here. The 

MAFA dataset contains a total of 30,811 

Internet images[8]. Maximum of the faces in 

the image sets are masked images. The images 

are divided into two folders, first one is train 

and others is a test. The faces in each image 

have been marked with some attributes that is 

include location of masks, head pose, 

landmarks of the eye, degree of occlusion, 

locations of faces, etc. The head pose is divided 

into five categories, namely left, left frontal, 

frontal, right frontal, right. Some examples of 

different head pose given below figure 3. 

 

Fig.3-adifferent head pose of MAFA datasets. 

The LFW Simulated Masked Face Dataset is 

obtained by Labeled Faces in the Wild (LFW) 

dataset [9]. LFW dataset consists of famous 

people images that can be collectfrom the 

available websites. The dataset consists of 

13117 faces of 5713 people.The training dataset 

consistsof 13027 masked faces of 5713 

people.The testing dataset consists of 70 

masked faces of 48 people. Someexamples 

given in figure 4. 

 

Fig.4 : Masked faces from SMFRD dataset. 

RMFRD is one of the richest real-world masked 

face datasets. It contains 5,000 images of 525 

subjects with masks,and90,000 images without 

masks which represent 525 subjects.The 

datasets is available for research purposes[10] 

and few example shown in figure 5. 

 

 

Fig. 5: Pairs of face images from RMFRD dataset: 

face images without a mask (up) and with a mask 

(down). 

METHODOLOGY 

ResNet-50 Methodology 

ResNet-50 methodology used in the recognition 

of Masked face with deep layer Architecture 

shown in figure 7. ResNet-50 is Convolutional 

Neural Network, It has 50 deep layer.This is the 

Pretrained version of CNN Network.ResNet-50 

is called Residual Network which has 48 

Convolutional layer along with 1 MaxPool and 

1 Average pool layer.To overcome the 

Vanishing gradient problem ResNet-50 uses 

skip connection to add the output from an 

earlier layer to a later layer[1].In ResNet50, 

they have Identity and Convolutional Block and 
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makes direct sink in both kinds of block shown 

in given figure 6 . Deep layer of this model can 

be extracted discriminant features on the face 

with the maximum accuracy.This CNN, used to 

maps feature from input image ,covered the 

region from uncovered area of Masked face and 

extract important features[7].  

 

Fig.6 -A Residual Block of ResNet-50 

In this Residual Block, ResNet tries to make 

F(X)=0 so that Y=X. 

The value of ‘x’ is added to the output layer if 

and only if the 

Output:Y=F(X)+x  

Input size==Output size 

 

Fig.7-ResNet-50 Model Architecture 

VGG-16Methodology 

Visual Geometry Group (VGG-16) is deep 

Convolutional Neural Network having 16 

convolutional layers. The image detection and 

large scale-image recognition process executed 

by its deep layer. It has 3x3 kernel-sized filters 

those can classify images into 1000 objects 

categories. The VGG -16 consists of 13 CNN 

layers and three fully connected layer[1].we can 

load a pretrained version of the network trained 

on more than a million images from the 

ImageNet database. 

Fig.8-VGG-16 Architecture model for masked 

face recognition 

In the Architecture of VGG-16 shown in figure 

8, receives Input a 222x224 image input.it use 

the smallest possible receptive field of 3x3 filter 

at convolutional layer and 1x1 convolutional 

filter acting as a linear transformation of the 

input[2]. This filtering process is followed by a 

ReLu unit. The feature map parameters and 

dimensionality of the image reduce at Pooling 

layer by passing activation map over 2x2 pixel 

window. The filters from 64 to 128,256, and 

eventually 512 are available in pooling layer. 

The Fully connected layers have 4096 channels, 

and third layer has 1000 channels, one for every 

class. 

CONCLUSION 

After the COVID-19 Global Crisis, different 

types of methodology for the Masked Face 

Recognition have been presented in various 

fields. Different type of occlusion on the face 

hided most discriminant features on the 

Face.To extracted and recognized original face, 

the study of the recent research area for Masked 

Face Recognition by convolutional Neural 

Network Methodology is based on ResNet50, 

Deep Learning, AlexNet and VGG-16. This 

Methodology are applicable for MFR at all 

static image and live video streams. 
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Abstract: This guide describes best practices in using eye tracking technology for research in a variety of 

disciplines. A basic outline of the anatomy and physiology of the eyes and of eye movements is provided, along 

with a description of the shorts of research question eye-tracking can address. We then explain how eye 

tracking technology works and what sorts of data it generates and provide guidance on how to select and use 

and eye tracker as well as selecting appropriate eye tracking measures. Challenges to valid of eye tracking 

studies are described, along with recommendations for overcoming these challenges. We then outline correct 

reporting standards for Eye tracking studies. 

Keywords:  

 

What is eye tracking? 

Eye tracking is an experimental 

method of recording eye motion and gaze 

location across time and task. it is a 

common method for observing the 

allocation of visual attention a through 

history of eye tracking research is provided 

by the wade and Tatler (2005), which we 

summarise briefly here. The origins of eye 

tracking can be traced to Charles Bell, who 

first described eye movement control to the 

brain, classified eye moments and describe 

the effect of a movement on 

visual orientation. 

Basics of eye anatomy and eye 

movements. A basic understanding of the 

physiology of the eye and how the eye 

moves is useful for running a successful eye 

tracking study. The section that follows 

provides basic information about the 

structure and movement of the eyes that is 

important for any user of eye tracking 

technology to know. Researchers who 

desire a more thorough description of eye 

moment physiology and classification, 

including the neural and motor systems 

underlying vision and eye movement 

control should see Appendix A. 

 

Eye trackers 

This section is focus on issues 

surrounding eye tracking equipment, with 

particular attention paid to selecting and 

using this technology. 

 

Creating a valid eye tracking study 

When steps are taken to ensure data 

quality (see ensuring data quality section), 

eye trackers provide highly reliable data 

(Carter and Luke 2018; Henderson and 

Luke, 2014). while reliability is a 

prerequisite of good data, it is useless 

without validity. ensuring data I tracking 

data is valid requires careful study design 

and appropriate analysis. There are many 

considerations that go into designing a 

good eye tracking experiment. 

 

Reporting eye tracking research 

When reporting the results of an 

eye tracking study, some unique 

information is required. Many eye tracking 

studies fail to report enough information to 

ensure reproducibility (Fiedler Etal., 2019). 

In this section, we describe some of the 

most essential pieces of information that 

must be provided, focusing on eye-

tracking-specific information. A more 

complete list is provided by Fiedler 

Etal.(2019). The information below is 

organized according to the sections where 

it would normally be…. 

 

Pupillometry 

As noted earlier, modern video eye 

trackers track the eyes by identifying the 

pupil. This means that many eye trackers 

can also be used effectively for 

pupillometry. Pupillometry is a technique 

that records changes in the diameter of the 

pupil (for reviews, see Hartmann and 

Fischer,2014).The size of the pupil changes 
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in response to changes in luminance, a 

change that has a latency of approximately 

200ms(….. 

 

Eye tracking with EEG or fMRI 
Eye tracking is widely used as a standalone 

research method. In combination with order 

technologies, eye tracking can be an even 

more powerful research tool. Most 

technologies blend seamlessly with eye 

tracking. In the last few years, researchers 

have been working on combining eye 

tracking with both EEG and fMRI. The 

marriage of eye tracking with EEG and 

fMRI is complicated but potentially highly 

rewarding. some basic information about 

how these technologies are being used in 

unison with eye…. 

 

Conclusion 

Eye tracking is a powerful tool that 

can be applied to a wide variety of research 

questions across many different disciplines. 

Technological advances have made eye 

tracking more affordable and accessible to 

many researchers. With this increased 

accessibility comes increased risk of 

incorrect use. The present paper is cursory 

overview of the use of eye tracking for 

research. Description of relevant eye 

tracking technology were provided, as 

we’re  recommendation for.. 
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Abstract: Big data is one the most challenging, essential and modern solutions in the world. Big data is 

referred to as most commonly describe a huge amount of  data in the form of unstructured and semi-structured. 

The processing, storage, and analysis of such huge dataset with the help of classical processing or database 

approaches or tools are insufficient, it requires advanced processing  or database tools with real-time analytics. 

Healthcare (medical) is one of the important area in which big data is produces. Administrative databases store 

large number of a tremendous transaction for each patient treated. The expansion of the adoption of electronic 

health records due to the Health Information Technology for Economical and Clinical Health. The health care 

industry has been slow to leverage the vast data to improve care and health care operations. Deciding on the 

acceptable use of data while maintaining security and patient’s right to privacy is a difficult task. Healthcare 

converting paper-based medical records into electronic platform to store, manage, analysis and process in the 

form of Electronic Medical Record (EMR) or Electronic Healthcare Record (EHR). In this paper, we discuss the 

various security and privacy concerns surrounding related to large medical (healthcare) data and compared. 

 

Keywords: Big data analysis, Electronic Patient Record (EPR), Hadoop, MapReduce, Security and Privacy. 

 

1 Introduction: 
As we know, the new generations of data is  

widely available in the form of electronic 

format that makes a way of digitizing 

healthcare (medical) records. Due to large 

frequency of generating this type of  of large 

dataset or record , the healthcare industry is 

faces many challenges  related to the  terms 

of complexity of managing  as well as 

processing these large dataset. 

 

 
Fig.1 Techniques for medical records security 

 

Cryptography based Health Data 

Security: In asymmetric method, public-

private key pair  to encrypt and decrypt the 

message. If some data is encrypted with a 

public key, then it can only be decrypted  with 

the  corresponding private key pair. With the  

symmetric method, only one key is required 

for both encryption and decryption process. 

With  Data encryption  security teamencrypt 

data to prevent unauthorized users from 

accessing it. The data is protected with  an 

encryption key, which is essentially a set of 

digital to both the sender and recipient 

 access to. These mathematical values must 

be available on both sidesin order to  decrypt 

the system and allow the user access.[1]. 

The modern Health Information Technology  

(HIT)  save ectronically  

and transfer data globally in seconds and 

provide high quality healthcare services. 

the main problem with the modern EMRs is 

that they are potentially central- 

ized.  Retriving Patients health  information  

is challenging. Ability to generally access all 

patient Healthcare data in correct manner [2].  

Biometrics-Based Health Data 

Security:Biometrics is the science of 

establishing the identity of an individual 
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based on their physical, chemical, or 

behavioral characteristics of the person. The 

comman examples of biometric are DNA, 

ear, gait, fingerprint, iris, palm print, face, 

keystroke, odor, signature, retina, voice, and 

hand veins . Biometric system normally 

operates in two modes: verification and 

identification mode . as a part of  verification, 

system validates the identity of the person by 

comparing  the captured biometric 

information with his/her own biometric 

template(s) stored in the database. biometric 

sensor device and then stored that data in the 

database with distinct individual attributes. A 

person unique featured extracts from the raw 

data of biometric.These extracted patient 

characteristics are then used for matching and 

comparison purposes[3].Biometric 

identification divided into two kind first one 

is unimodal and second is multi-modal. If the 

identification of a person is held using a 

single biometric trait of a human being, it 

called uni-modal biometric[4]. 

 

Blockchain-based Health Data 

Security: Blockchain is one of the recent 

technologies that can be interpreted as a 

continuous growing list of blocks in a 

distributed ,peer-to-peer  connected structure 

. contain  the transactions and groups them in 

to a fixed-size structure called blocks. 

documents are digitized, and sensors and 

other technological devices are use to  

generatehealth data . Data is generated  from 

various sources in the healthcare area, such as 

hospital records, radiography images, and 

monitoring sensors There are several 

databases with information about patients, 

although some of this may be sensitive, as 

they are  patient’s information. However, 

there is a way to ensure more security[5].  

 in these environments is the use of 

blockchain technology, which can be very 

useful because of certain features it has, such 

as immutability and data traceability tools. It 

uses SHA-256 cryptographic algorithm on 

the hashes that are stored on the blocks. SHA 

stands for Secure Hashing Algorithm,these 

hashes provide security to the blockchain as 

data integrity is ensured by them. 

Cryptographic hashes are strong one way 

functions that generate checksum for digital 

data that cannot be used for data 

extraction[6]. 

 

1. Impact of Big Data in 

Healthcare 
 the impact of big data causes the 

fundamental improvement. The executives 

working in the healthcare organizations, are 

still in the hardship to manage this big data 

especially they are facing an unpredictable 

data flow. But the quality and the value of the 

healthcare sector 

managing these large datasets. depends on 

the management of this big data a 

comprehensive survey on these techniques 

and their new trends for solving new 

challenges in real-world 

applications.Further, we identify the 

potential issues that existing approaches. 

Many practitioners  predict their own 

researches, regarding the medical data, that it 

will grow at an increasing rate by collecting 

through EHRs, laboratories, patients 

experience and satisfaction rate and medical 

Equipment.These large data sets must be 

measured in units of megabytes, Exabyte, or 

zettabytes[7].Cryptography is considered as 

one of the most effective ways to 

protectdigital data. However, once 

decrypted,the data is not secure.  

Maintenance and secure exchange of keys is 

an important task. Huge database to manage 

and accessible[8]. 

 Network security is vulnerable to 

hackers from many years; people around  the 

world use the internet for multiple  

transactions. Network security is essential; 

There are many different encryption 

algorithms and the public key cryptographic 

method used to secure data. But that all 

manner used the small keys and person who 

knows you can know that small keys quickly. 

Now a days Hackers used various 

technologies today to hack the keys by 
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selecting the forget password option as Iris is 

considered to be  most unique and trusted 

feature among all other elements of a 

human[9]. 

 a sharing of records can be reduced 

by techniques such as zero-knowledge proof 

and attribute-based encryption, when they 

can be applied  directly to the medical record  

or data stored in a database. It should be 

emphasized that data privacy is essential in a 

health setting, and blockchain technology can 

assist in ensuring security for this 

environment[10]. 

  Improve the quality of care and 

prediction analysis in order to improve 

“decision making regarding treatment”. In 

reference to the use of technologies, the way 

in the field of Electronic Health Records 

(EHR) or Electronic Patient Record (EPR), 

Healthcare Information Technology (HIT). 

In medical systems, large amount of patient 

data (i.e. Social, Financial, Physical, Clinical, 

Environmental, Psychology and Genomics 

etc.) is essential in real time analysis[11] 

2. Literature Survey 

[12] Big data analytics is useful for patient 

care, challenges such as loss of  privacy, data 

security, user friendliness, implementation 

costs, transportability and interoperability are 

encountered. In order to ensure the privacy 

and infallibility of big data and BDAH, 

adherence to standard guidelines and 

procedures is required in Shankar Krishnan. 

[13]. A second significant challenge in 

leveraging health care’s big data to its fullest 

extent is protecting the patient’s privacy. The 

sharing of health care data between 

organizations is often stated as a goal and 

organizations such as regional health 

information organizations were specifically 

formed to bring together health care data 

from stakeholders including providers, 

payers, and public health organizations . 

[14]. The integration of medical images with 

other types of electronic health record (EHR) 

data and genomic data can also improve the 

accuracy and reduce the time taken for a 

diagnosis. 

[15]. Use of technologies such as: Electronic 

Patient Record (EPR) systems or we can say 

Electronic Health Record (EHR), Remote 

patient monitoring using sensor networks and 

the combination of electronic record with 

sensor networks as a hybrid can help to 

enhance the quality of medical process. 

[16]. In terms of security and privacy 

perspective, Kim  that security in big data 

refers to three matters: data security, access 

control, and information security. In this 

regards, healthcare organizations must 

implement security measures and approaches 

to protect their big data, associated hardware 

and software, and both clinical and 

administrative information from internal and 

external risks. 

[17] Blockchain technology uses 

cryptographic functions to provide security to 

the nodes connected on its network. It uses 

SHA-256 cryptographic algorithm on the 

hashes that are stored on the blocks. SHA 

stands for Secure Hashing Algorithm,these 

hashes provide security to the blockchain as 

data integrity is ensured by them. 

Cryptographic hashes are strong one way 

functions that generate checksum for digital 

data that cannot be used for data extraction. 

 

3. Methodology 
PHRs are the “personal health record system” 

which help the individual store and share 

associated information with the other people. 

Owner of the PHR(personal health record 

system) can control the access to all data 

which stored on the PHR(personal health 

record system) m). Fingerprint-based on 

PHR system proposed that uses the concept 

of secure biometric template which used to 

find the victim without any compromise of 

victim privacy. Health care today revolves 

around the data presented by Electronic 

Health Records (EHR) which integrates all 

health related aspects and findings of an 

individual  Because of the sensitive nature of 

this information and its potential to cause 

harm if disclosed, EHRs (or PHRs - Patient 

Health Records), should  
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4. Platforms & tools for big data analytics in healthcare Platform/Tool Description 
 

Sr.no    Tools             Description 

1 Hadoop Distributed 

File System (HDFS) 

HDFS enables the underlying storage for the Hadoop cluster. It divides the data 

into smaller parts and distributes it across the various servers/nodes 

2 MapReduce MapReduce provides the interface for the distribution of sub-tasks and the 

gathering of outputs. When tasks are executed, MapReduce tracks the processing 

of each server/node. 

3 PIG and PIG Latin 

(Pig and PigLatin) 

Pig programming language is configured to assimilate all types of data 

(structured/unstructured, etc.). It is comprised of two key modules: the language 

itself, called PigLatin, and the runtime version in which the PigLatin code is 

executed. Review of Big data Challenges in Healthcare Application National 

Conference on Recent Trends in Computer Science and Information Technology 

8 | Page (NCRTCSIT-2016)  

4 Hive Hive is a runtime Hadoop support architecture that leverages Structure Query 

Language (SQL) with the Hadoop platform. It permits SQL programmers to 

develop Hive Query Language (HQL) statements akin to typical SQL  

5 Jaql Jaql is a functional, declarative query language designed to process large data sets. 

To facilitate parallel processing, Jaql converts “„high-level‟ queries into „low-

level‟queries” consisting of MapReduce tasks 

6 Zookeeper Zookeeper allows a centralized infrastructure with various services, providing 

synchronization across a cluster of servers. Big data analytics applications utilize 

these services to coordinate parallel processing across big clusters. 

7 HBase HBase is a column-oriented database management system that sits on top of 

HDFS. It uses a non-SQL approach. Cassandra : Cassandra is also a distributed 

database system. It is designated as a top-level project modeled to handle big data 

distributed across many utility servers. It also provides reliable service with no 

particular point of failure (http://en.wikipedia.org/wiki/Apache_ Cassandra) and it 

is a NoSQL system. 

8 Oozie 

 

Oozie, an open source project, streamlines the workflow and coordination among 

the tasks. Lucene : The Lucene project is used widely for text analytics/searches 

and has been incorporated into several open source projects. Its scope includes full 

text indexing and library search for use within a Java application. 

10 Mahout Mahout is yet another Apache project whose goal is to generate free applications 

of distributed and scalable machine learning algorithms that support big data 

analytics on the Hadoop platform. 

 

Table1. Platforms & tools for big data analytics in healthcare Platform/Tool Description 
 

5. Comparision of Cryptography-based Security Techniques for Medical Data 
 

Ref 

no. 

Proposed Objective Methodology Performance 

parameters 

Type of 

medical data 

Operations 

supported 

18 Cryptographicbased 

   steganography 

technique 

     MJEA, 

  Scrambling 

  algorithm, 

PSNR= 18.5294 

dB, 

MSE= 912.297, 

NC= 0.9957, 

Histogram 

Analysis, Image 

Entropy= 7.7152 

Grayscale 

medical 

images of iris, 

chest, and hand 

Secure 

transmission 

of 

medical 

images 

19 Patient Controlled Blowfish N.A. Medical records Storing and 
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Encryption (PCE) 

technique 

sharing of 

medical 

records over 

unsecure 

environment 

20 Biometric 

authentication 

system for 

secure access of 

medical records 

hashing 

algorithm, 

fingerprints 

Time computation 

cost=120.8Tmm, 

Communication 

Cost= 1408 bits, 

security 

and functionality 

features 

Electronic 

Health Record 

Secure access 

of 

Electronic 

Health Record 

21 Blockchain model 

for sharing medical 

records with 

improved security 

Data masking, 

IPFS, hashing 

algorithm 

N.A. Large and 

heterogeneous 

medical records 

Data sharing 

with 

solution for 

data loss 

and tamperi 

 
Table 1. Comparison of Cryptography-based Security Techniques for Medical Data 

 

be access controlled and strict security and 

privacy enforced in maintenance.  

The Advanced Encryption Standard (AES) is 

one of the most papular algorithms in the 

cryptography field. It is involved in a lots of 

research as well as tuned to make it more 

lightweight. AES can be described as LWC 

in an iterated block cipher that works with 

substitute permutation network (SPN) 

structure. Obviously this involves a number 

of preprocessing and classification steps. For 

example, a big data analytics can be used to  

solve the problem of finding relevant 

information about specific person  from a the 

huge database. The big data analytics 

research focuses on analyzing the data 

automatically, update the database. extract 

the most informative data.  

 

6. Conclusion 
Big Data technologies are improving day by 

day this also means that the volume of data 

along with the rate at which data is flowing 

into enterprises today is increasing. There is 

a need to secure sensitive health care data 

from attackers and malware.  Healthcare 

data is progressively being digitized .now a 

days the Healthcare era is expansively using 

new machineries such as apprehending 

devices, sensors, electronic health records 

and mobile computing etc. 
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Abstract: In our today’s lifecycle, importance on safety, automated identification based on biometrics has been receiving 

extensive responsiveness over the past time. This paper signified a Face Recognition and Detection using Artificial Neural 

Network Methods. Face recognition is interesting much consideration in the civilization of network multimedia information 

access. In today's networked world, the necessity to preserve the safety of information or physical assets is becoming both 

increasingly important and tough. The difficulty in face recognition is to discover the greatest match of an anonymous 

image against a database of face models or to define whether it does not match any of them well. In this paper we used 

different Artificial Neural Network Methods. An Artificial Neural Network (ANN) is a data processing model that is 

inspired by the way biological nervous system such as brain, process information. The purpose of a neural network is to 

create an output pattern when presented with an input pattern. 

Keywords: Face Recognition and Detection, ANN (Artificial Neural Network) 

 

Introduction: 

 In our daily life, importance on security, 

automated identification based on biometrics has 

been receiving extensive attention over the past 

decade. A biometric system provides automatic 

recognition of an individual based on 

characteristic possess by the individual. 

Biometric system have been developed based on 

fingerprints, voice, hand geometry, handwritten, 

Iris Recognition and the one which is presented 

in this paper i.e. Face Recognition and Detection. 

Face recognition is attracting much awareness in 

the society of network multimedia information 

access. In today's networked world, the need to 

maintain the safety of information or physical 

property is becoming both increasingly important 

and increasingly difficult. From time to time we 

hear about the crimes of credit card scam, 

computer break-ins’ by hackers, or security 

breaches in a company or government building. 

In most of these crimes, the criminals were taking 

advantage of a basic mistake in the straight access 

control systems: the systems do not involvement 

access by "who we are", but by "what we have", 

like ID cards, keys, password, Personal 

Identification Number (PIN), or mother's middle 

name. None of these means are really defining us. 

Rather, they simply are means to validate us. It 

goes without saying that if somebody steals, 

duplicates, or acquires these uniqueness means, 

he or she will be able to access our data or our 

personal property any time they want. In recent 

times, technology turns out to be available to 

agree confirmation of "true" specific identity. 

This tool is based in a field called "biometrics". 

Biometric access control are automated methods 

of verifying or recognizing the identity of a living 

person on the basis of some physiological 

uniqueness, such as fingerprints or facial features, 

or particular features of the person's behavior, 

like his/her handwriting style or keystroke 

patterns. Since biometric methods recognize a 

person by biological characteristics, they are 

tough to forge. 

Face acknowledgment is one of the few biometric 

methods that posses the qualities of both high 

correctness and low invasive. It has the 

correctness of a physiological approach without 

being invasive. Face acknowledgment has drawn 

the awareness of researchers in fields from 
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protection, psychology, and image processing, to 

computer vision. 

Biometric is the method of recognizing person 

based on a physiological or behavioral 

characteristic. There exit several biometric 

systems such as signature, finger prints, voice, 

iris, retina, hand geometry, ear geometry, and 

face. Between these methods, facial recognition 

look like to be one of the most Universal, 

collectable, and accessible methods. 

Biometric face recognition also known as 

Automatic Face Recognition is a particularly 

attractive biometric approach, since it focuses on 

the same identifier that humans use primarily to 

differentiate one person from another their 

“faces”. One of its main goals is the 

understanding of the difficult human visual 

system and the knowledge of how humans 

represent faces in order to categorize special 

identities with high correctness. 

The face recognition scenarios can be classified 

into two types i.e. Face authentication (or 

verification) and Face identification (or 

recognition). 

1. Face Verification:It is a one-to-one match 

that compares a ambiguity face image against a 

template face image whose identity is being 

claimed. To calculate the verification 

performance, the verification rate (the rate, at 

which legitimate users are granted access) vs. 

false accepts rate (the rate at which imposters are 

granted access) is plotted, called ROC curve. A 

good verification system should balance these 

two rates based on operational needs. 

2. Face identification:It is a one-to-many 

matching process that compares an uncertainty 

face image against all the template images in a 

face database to determine the identity of the 

query face. The identification of the investigation 

image is done by tracing the image in the database 

that has the maximum correspondence with the 

test image. The identification method is a 

“closed” test, which means the sensor takes an 

observation of a singular that is known to be in 

the databank. 

Face Recognition Process: 

Facial Recognition Process is accomplished in a 

five step process: 

 

Fig: Face Recognition Process 

1. Image Acquisition: 

Image acquisition can be proficient by digitally 

scanning an accessible photograph or by using an 

electro-optical camera to obtain a live picture of 

a subject. Video can also be used as a resource of 

facial images. The most accessible facial 

acknowledgment systems consist of a single 

camera. The acknowledgment rate is 

comparatively low when face images are of 

different pose and appearance and different 

illumination. With increasing of the pose angle, 

the acknowledgment rate decreases. The 
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acknowledgment rate reductions significantly 

when the pose position is greater than 30 degrees. 

Different illumination is not a problem for some 

algorithms like Linear Discriminant Analysis 

(LDA) that can still identify faces with dissimilar 

illumination, but this is not exact for PCA. To 

overcome this problem, we can generate the face 

images with frontal view (or little rotation), 

sensible facial expression, and same illumination 

if PCA algorithm is being used. 

2. Image Processing: 

Face acknowledgment algorithms have to deal 

with important amounts of illumination 

variations between galleries and investigate 

images. For this purpose, image preprocessing 

procedure that compensates for illumination 

differences in images is used prior to 

acknowledgment. The images used are gray 

scaled. 

Histogram equalization is used at this point to 

enhance important features by adjusting the 

contrast of the image; decreasing the noise and 

thus enlightening the excellence of an image and 

improving face acknowledgment. It is frequently 

completed on too dark or too bright images. 

The awareness behind image improvement 

methods is to bring out detail that is obscured, or 

basically to highlight certain features of attention 

in an image. Images are enhanced to improve the 

acknowledgment performance of the system. 

3. Face Detection: 

Face recognition is a computer technology that 

defines the locations and sizes of human faces in 

random images. It identifies facial structures and 

ignores everything else, such as buildings, trees 

and bodies. Face detection can be regarded as a 

specific case of object-class acknowledgment, a 

major task in computer vision. Software is 

working to identify the position of any faces in 

the acquired image. Universal patterns of what a 

face “looks like” are employed to choice out the 

faces. 

4. Feature Extraction 

This component is responsible for creating a 

feature vector that is well sufficient to signify the 

face image. Its goal is to extract the appropriate 

data from the captured sample. Feature extraction 

is separated into two groups, the Holistic feature 

classification and the Local features category. 

Local feature created approaches try to 

automatically locate exact facial features such as 

eyes, nose and mouth based on known distances 

between them. The holistic feature classification 

deals with the input face image as a complete. 

Various methods are used to extract the 

recognizing features of a face. The maximum 

popular method is called Principle Components 

Analysis (PCA), which is frequently referred to 

as the Eigen face method. Another method used 

here is called Linear Discriminant Analysis 

(LDA), which is mentioned to as the fisher face 

method. Both LDA and PCA algorithms belong 

to the holistic feature group. 

Template generation is the outcome of the feature 

extraction method. A template is a reduced set of 

data that signifies the exceptional features of an 

enrollee’s face consisting of weights for every 

image in the databank. The projected space can 

be seen as a feature space where every element is 

seen as a feature. 

5. Declaring a match: 

The Last phase is to match the template generated 

in phase four with those in a databank of known 

faces. In an identification application, the 

biometric equipment reads a model and compares 

that model against each record or template in the 
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databank, this procedure returns an equal or a 

candidate list of potential matches that are close 

by the generated templates in the databank. In a 

authentication application, the generated 

template is only paralleled with one template in 

the databank that of the claimed identity, which is 

quicker. 

Nearby match is found by using the Euclidean 

distance which discovers the smallest difference 

between the weights of the input image and the 

set of weights of all images in the databank. 

Artificial Neural Network: 

Various structural design and models of ANN 

were used for face detection and recognition. 

ANN can be used in face detection and 

acknowledgement for the reason that these 

models can simulate the technique neurons work 

in human brain. This is the core purpose for its 

role in face recognition. 

Basics of Neural Networks: 

Neural networks are typically organized in layers. 

Layers are made up of a number on 

interconnected ‘nodes’ which contain an 

‘activation function’. Patterns are accessible to 

the network via the ‘input layer’ which connects 

to one or more ‘hidden ‘layers’ where the 

authentic processing is done via a system of 

weighted ‘connections’. The hidden layers then 

link to an ‘outer layer’ where the response is 

output as shown in next figure. 

 

Artificial Neural Network Algorithms: 

In the current years, different architectures and 

models of Artificial Neural Network are used for 

face detection and acknowledgment. ANN can be 

used different algorithms in face detection and 

acknowledgment because these models can 

reproduce the way neurons work in the human 

brain. 

1. Retinal Connected Neural Network 

(RCNN): 

In this algorithm face detection system based on 

a retinal connected neural network (RCNN) that 

observe small window of an image to choose 

whether each window contains a face. Following 

figure shows this approach. The system arbitrates 

between many networks to improve performance 

over one network. They used a bootstrap 

algorithm as training progresses for training 

networks to add false detection in the training set. 

This eliminates the difficult task of manually 

selecting non-face training examples, which must 

be chosen to span the entire space of non-face 

images. 
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Fig: RCNN for Face Detection 

2. Principal Component Analysis with 

ANN: 

In this algorithm Principal Component Analysis 

(PCA) with class specific linear projection to 

detect and recognized faces in a real-time video 

stream. The system sends commands to an 

automatic sliding door, speech synthesizer, and 

touch screen through a multi-client door control 

server. The system steps to search for a face in an 

image are as follows: 

 1. Select every 20 x 20 region of input image. 

 2. Use intensity values of its pixels as 400 

inputs to Artificial Neural Network. 

 3. Feed values forward through Artificial 

Neural Network, & 

 4. If the value is above 0.5, the area signifies a 

face. 

 5. Repeat steps (1 to 4) several times, each 

time on a resized version of the   original input 

image to search for faces at different scales. 

Following figure shows PCA & ANN for face 

detection.

 

Fig: PCA & ANN for Face Detection 

3. Back Propagation Neural Networks 

(BPNN): 

The ANN is skilled with multilayer back 

propagation neural networks (BPNN). Three face 

demonstrations were taken i.e. pixel, eigenfaces 

and profile representation. Three autonomous sub-

detectors are generated based on these three face 

demonstration. Face recognition system based on 

BPNN via Gaussian combination model to section 

image based on skin color. In this algorithm start 

from skin and non-membrane face candidate’s 

selection. Later that the features are extracted from 

discrete cosine transform (DCT) coefficients. 

Based on DCT specific coefficients in Cb and Cr 

color areas, BPNN was used to train and categorize 

faces. The BPNN used to check if the image 

includes face or not. DCT characteristic values of 

faces that characterize the data set of skin/non-skin 

face candidates obtained from Gaussian 

combination model are fed into BPNN to classify 

whether original image includes a face or not. 

Following figure shows BPNN approach. 
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Fig. BPNN architecture for face detection 

Literature Survey 

The paper titled “Neural Network –Based Face 

Detection” by Henry A. Rowley, ShumeetBaluja, 

Takeo Kanade  in International Journal Appears in 

Computer Vision and Pattern Recognition  (1996). 

In this paper they have concentrate on face 

detection technique. They are using algorithms for 

face detection. They detect the system can be made 

more or less conservative by varying the arbitration 

heuristics or thresholds used. This method has been 

verified on a wide variation of images, with many 

faces and unconstrained backgrounds. 

The paper titled “An Application of Face 

Recognition System using Image Processing and 

Neural Networks” by Rakesh Rathi, Manish 

Choudhary and Bhuwan Chandra in IJCTA (JAN-

FEB 2012). In this paper they concentrate on face 

recognition is a both challenging and important 

recognition technique. Among all the biometric 

techniques, face recognition approach possess one 

great advantage, which is its user-friendliness. In 

this paper they had given an introductory survey for 

the face recognition technology. 

Conclusion: 

 The need for secure methods of face 

recognition and detection is becoming 

increasingly important. Currently, face 

recognition has received substantial attention 

from researchers has received substantial 

attention from researchers in biometrics, pattern 

recognition, computer vision, and cognitive 

psychology communities. 

 Thus towards conclusion we can say 

that 

 Face recognition and detection is the 

most feasible because of stability 

throughout the life and its uniqueness. 

 Face recognition and detection systems 

are compact and efficient. 
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Abstract: Data stream is quite new and emerging field in this era of Internet world. Nowadays, with the 

development of technology, several applications generate big data in the form of data streams at very high 

speed. Network traffic, web click streams, video surveillance, sensor networks are some examples of this. 

Clustering data streams has drawn lots of attention in the last few years due to their ever-growing existence. 

Data streams are infinite and evolving over time, and we do not have any knowledge about the number of 

clusters. In a data stream environment due to various factors, some noise appears occasionally. Density-based 

method is found to be a significant class in clustering data streams, which has the capability to detect noise 

and discover arbitrary shape clusters. The purpose of this paper is to throw some light on density-based 

clustering algorithms over data streams.   Furthermore, it analyzes the advantages and limitations of some 

density-based data stream algorithms and provides future direction. 

Keywords: data stream, density-based clustering, micro-cluster 

 

1. Introduction 

Due to the advancement of internet 

technology, the amount of data being 

transferred daily has increased rapidly in 

the past few years. It is very essential to 

mine this data to extract valuable 

information. But the traditional mining 

algorithms are not capable to process such 

big and continuous data. There are many 

clustering techniques which were 

previously used on big data but they have 

certain limitations and drawbacks when 

they are applied to data streams. So there is 

a need of creating new algorithms which 

are capable to handle data streams [1]. 

The biggest challenge in stream 

clustering is the huge amount of data which 

cannot be saved or processed in memory 

and the fast speed of stream generation that 

we do not have enough time to process 

incoming data. To handle these challenges, 

an online/offline component based 

structure was introduced by Aggarwal [2] 

in CluStream algorithm, which was so 

effective that almost the entire stream 

clustering algorithms after CluStream 

followed same structure. The online 

component fetches data from stream and 

stores in micro-clusters and offline 

components applies clustering algorithm 

on those micro-clusters to perform 

clustering. 

It is desirable for clustering data 

streams to have an algorithm which is able 

to, first discover clusters of arbitrary 

shapes, second handle noise, and third 

cluster without prior knowledge of number 

of clusters. There are various kinds of 

clustering algorithms for data streams. 

Among them, density-based clustering has 

emerged as a worthwhile class for data 

streams due to the following 

characteristics: Firstly, it can discover 

clusters with arbitrary shapes. Secondly, it 

has no assumption on the number of 

clusters. Most of the methods require 

previous knowledge of the domain to 

determine the best input parameters. 

Nevertheless, there is not a priori 

knowledge in a large amount of real life 

data. Finally, it has the ability to handle 

outliers. For instance, due to the influence 

of different factors such as temporary 

failure of sensors in data stream scenario, 

some random noises appear occasionally. 

Detecting noise is one of the important 

issues specifically in evolving data streams 

in which the role of real data changes to 

noise over time. 

The remainder of this paper is 

organized as follows. In the next section, 

we discuss about classification of Stream 

clustering algorithms. In Section 3 we 

overview six density-based clustering 
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algorithms for data streams. In Section 4 

some Data stream processing tools are 

discussed. Finally, In Section 5 we 

conclude our study and specified future 

work. 

2. Data Stream clustering algorithms  

There exist several data stream 

clustering algorithms. All these algorithms 

are classified in to five main categories 

same as traditional clustering algorithm as 

shown in the figure below. 

 

 

 

 

 

 

 

Fig 1. Data stream clustering algorithms 

2.1 Partitioning methods 

A partitioning method constructs k 

partitions where each partition represents a 

cluster. Using a pre-defined parameter k, a 

partition clustering method usually applies 

some heuristic to initialize partitions. Then, 

it iteratively reassigns objects from one 

group to another group in order to minimize 

its objective function. The most popular 

traditional partitioning methods are k-

means and k-medoids [3]. An example of 

data stream partitioning clustering 

algorithm is STREAM [4]. 

2.2 Hierarchical methods 

A hierarchical method aims to 

group data objects into a hierarchical tree of 

clusters, which can be presented by a 

dendrogram. A dendrogram is a visual tool 

to show the way clusters are created. There 

are two main approaches in hierarchical 

clustering: agglomerative (bottom-up) and 

divisive (top-down) approaches. In the 

agglomerative approach, each data object is 

initially set as a single cluster and then 

these clusters are merged together to form 

larger and larger ones. This process repeats 

until a single cluster or certain termination 

conditions are satisfied. The division 

approach starts by grouping all data objects 

in one single cluster. It then divides the 

cluster into smaller ones until each data 

object forms its own cluster or until certain 

termination conditions are satisfied. Most 

hierarchical methods are agglomerative; 

they differ only in their definition of the 

similarity between clusters, such as 

minimum distance, maximum distance, 

mean distance, or average distance. These 

distances have different effects on the 

performance of the algorithms. For 

example, maximum distance will produce 

high-quality clusters, but it is sensitive to 

outliers and requires more computations. 

The traditional Hierarchical clustering 

methods are BIRCH, CURE[5][6]. 

CluStream extends the traditional 

clustering method BIRCH for data streams. 

2.3 Density-based methods 

The density clustering aims to 

discover the shapes of the clusters. In this 

type, the data are numerical so that they can 

be grouped based on dimensional distances. 

Initially, data divided into three types of 

points: core, boundary, and noise points. 

The point considered a core point if it has a 

least m points within distance n, the point 

considered a border if it has at least on core 

within range; otherwise, the point marked 

as noise. The algorithms work by grouping 

these points to form a density of the clusters 

[7]. DBSCAN is a popular traditional 

density-based clustering algorithm [8]. 

DenStream is a density-based stream 

clustering algorithm that extends the 

DBSCAN algorithm [9]. 

2.4 Grid-based methods 

Grid-based clustering algorithms 

have shown great interest in their 

advantages of discovering clusters with 

different shapes and sizes. Mainly, there are 

two methods in this type: Fix-up and the 

adaptive grid partition method. The idea of 

a fix-up grid partition method is to divide 

each dimension of the data space into equal 

lengths, and then they crossed rectangular 
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cells of the same size. Since the points in 

the same network belong to a group, they 

are treated as a single object. All groupings 

run on these grid cells. While the idea of the 

adaptive grid partition method is to divide 

data space into non-crossed grid cells of 

different sizes according to the data 

distribution feature, the total number of 

grid cells is significantly reduced compared 

to those fix-up partition methods. Still, the 

determination of spitting points required 

massive computation power. In grid based 

algorithms, the run time does not depend on 

input data count. Therefore, grid based 

algorithms are fast algorithms. Moreover, 

they are robust to noise and are able to find 

arbitrary shaped clusters. However, since 

their complexity depends on the number of 

the dimensions of the data, grid based 

algorithms are more suitable for low 

dimensional data. Furthermore, they need a 

predefined grid size [10]. STING is an 

example of a traditional grid-based 

clustering method which uses the fix-up 

grid method for mining spatial data. 

Whereas OptiGrid used the adaptive grid 

partition method. GCHDS is a Grid-based 

Clustering algorithm for High-dimensional 

Data Streams [11]. 

2.5 Model-based methods 

In the model-based approach, data 

are assumed to be generated by a mixture 

of probability distributions and each 

component of the mixture represents a 

cluster. Model-based clustering methods 

use a generative statistical model and then 

try to optimize the likelihood between data 

and this model. Model based algorithms 

find the data distribution model that fit best 

to the input data. One of the important 

advantages of model based algorithms is 

their property of noise robustness. 

However, their performance strongly 

depends on the selected model. 

Expectation-Maximization (EM) is an 

example of traditional model-based 

clustering. SWEM is model-based 

algorithm for handling data streams in 

sliding windows [12]. 

3. Density–Based Data Stream 

Clustering Algorithms 

In this section, we will discuss six density-

based data stream clustering algorithms: 

3.1 D-Stream 

Chen et al. proposed a density grid-

based clustering framework for data 

streams in real time which is termed as D-

Stream (Chen and Tu, 2007). We referred it 

as D-Stream I. D-Stream I has online and 

offline phases. The online phase reads a 

new data point, maps it into the grid, and 

updates the characteristic vector of the grid. 

The offline phase adjusts the clusters in 

each time interval gap. The time interval 

gap is defined based on the minimum 

conversion time of different kinds of grids. 

D-Stream I firstly updates the density of the 

grids and then performs the clustering 

based on a standard method of density-

based clustering. An important motivation 

behind this framework is handling the 

outliers by considering them as sporadic 

grids. A sporadic grid is a kind of sparse 

grid, which has very few data and does not 

have any chance to be converted to a dense 

grid. D-Stream I defines a lower limit for 

density threshold based on a density 

threshold function. If a sparse grid's density 

is less than the lower limit of the density 

threshold, it is considered as a sporadic 

grid. It has also a pruning phase which 

happens in each time interval gap. In this 

phase, the clusters are adjusted and the 

sporadic grids are removed from the grid 

list. D-Stream I uses a hash table for 

keeping the grid list. The authors Tu and 

Chen (2009) extended D-Stream I and 

referred it as D-Stream II. The algorithm is 

based on the observation that many density-

based clustering algorithms do not consider 

the positional information of data in the 

grid. The clustering procedure of D-Stream 

II is similar to D-Stream I; however, in D-

Stream II, two dense grids are merged in 

case that they are strongly correlated. Two 

girds are called strongly correlated if their 

grid attractions are higher than a pre-

defined threshold. It keeps the grid list in a 

tree rather than a table which makes the 

processing of the grid list faster and it 

reduces the memory space [13]. 
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3.2 DenStream 

DenStream (Cao et al., 2006) 

extends the micro-cluster (Aggarwal et al., 

2003) concept, and introduces the outlier 

and potential micro-clusters to distinguish 

between real data and outliers. It is a 

density micro-clustering method which has 

online and offline phases. For initialization 

of the online phase, DenStream uses 

DBSCAN algorithm on the first initial 

points, and forms the initial potential 

micro-clusters. When a new data point 

arrives, it is added to either the nearest 

existing potential microcluster or an outlier 

micro-cluster. If the data point cannot be 

joined to any of them, a new outlier micro-

cluster is created and it is placed in the 

outlier buffer. Offline phase adopts 

DBSCAN to determine the final clusters on 

the recorded potential microclusters. 

DenStream has a pruning method in which 

it checks the weights of the outlier-micro-

clusters in the outlier buffer. It cannot 

cluster data stream with different densities 

since in the online it forms micro-clusters 

without considering the density 

distribution. Offline phase also forms final 

clusters using DBSCAN (Ester, 2013) 

which cannot cover multi-density data. 

Furthermore, the merging process is time 

consuming [14]. 

3.3 FlockStream 

FlockStream (Forestiero et al., 

2013) is a density-based clustering 

algorithm based on a bio-inspired model. It 

is based on the flocking model (Kennedy et 

al., 2001) in which agents are microclusters 

and they work independently but form 

clusters together. It considers an agent for 

each data point which is mapped to the 

virtual space. Agents move in their 

predefined visibility range for a fixed time, 

if they visit another agent they join to form 

a cluster in case they are similar to each 

other. It merges online and offline phases 

since the agents form the clusters at any 

time. In fact, it does not need to perform 

offline clustering to get the clustering 

results. Since FlockStream only compares 

each new point with the other agents in its 

agent visibility distance, it reduces the 

number of comparisons in the 

neighborhood of each point. The visibility 

distance has a threshold which is defined by 

the user. Similarly, because there is a single 

distance the algorithm cannot cluster multi-

density data with high quality. The agents 

have some rules in order to move in the 

virtual space such as cohesion, separation, 

and alignment (Forestiero et al., 2013). 

These rules are executed for each agent 

over the time. FlockStream has three kinds 

of agents: basic representative agents for 

new data points, and p-representative and 

o-representative agents which are based on 

potential- and outlier-micro-clusters 

respectively. Actually, when the similar 

basic agents merge to each other, they form 

a p-representative or an o-representative 

agent based on their weights. Even though 

FlockStream reduces the number of 

comparisons compared to DenStream, it 

still has high computation time [15]. 

3.4 MR-Stream 

Li Wan et al. developed an 

algorithm for density-based clustering of 

data streams at multiple resolutions, termed 

as MR-Stream (Wan et al., 2009). The 

algorithm improves the performance of 

density-based data stream clustering 

algorithm by running the offline 

component at constant times. MR-Stream 

determines the right time for the users to 

generate the clusters. It partitions the data 

space in cells and a tree-like data structure 

which keeps the space partitioning. The 

tree data structure keeps the data clustering 

in different resolutions. Each node has the 

summary information about its parent and 

children. MR-Stream has online and offline 

phases. In the online phase, when a new 

data point arrives, it is mapped to its related 

grid cell. In the tree structure, if there is not 

any sub-node, a new sub-node is created for 

the new data point, and it updates parents' 

weights up to the root of the tree. In each 

time interval gap, the tree is pruned. The 

offline phase generates clusters at a user 

defined height. It determines all the 

reachable dense cells at a special distance 

and marks them as one cluster. The noise 
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clusters are removed by checking their 

sizes and densities with size and density 

thresholds respectively. MR-Stream 

introduces a memory sampling method in 

order to define the right time for running 

the offline component, which improves the 

performance of the clustering [16]. 

 

3.5 HDDStream 

HDDStream is a density-based 

algorithm for clustering high-dimensional 

data streams. It has online and offline 

phases. The online phase keeps 

summarization of both points and 

dimensions and the offline phase generates 

the final clusters based on a projected 

clustering algorithm called PreDeCon. The 

algorithm uses DenStream concepts; 

however, it introduces prefer vector for 

each micro-cluster which is related to 

prefer dimension in high-dimensional data. 

A prefer dimension is defined based on 

variance along this dimension in micro-

cluster. A micro-cluster prefers a 

dimension if data points of micro-clusters 

are more dense along this dimension. The 

micro-cluster with preferred vector is 

called a projected micro-cluster. Projected 

term shows that the micro-cluster is based 

on a subspace of feature space and not the 

whole feature space. Based on this concept, 

the algorithm changes the potential and 

outlier micro-clusters to projected potential 

micro-clusters and projected outlier micro-

clusters respectively. HDDStream has 

pruning time similar to DenStream in 

which the weights of the micro-clusters are 

periodically checked [17]. 

3.6 MuDi-Stream 

Multi density data stream 

clustering algorithm (MuDi-Stream) is a 

two phase data stream clustering algorithm 

proposed by Amini et al. (2016). MuDi-

Stream (Multi Density data Stream) is a 

new approach for discovering clusters for 

evolving data streams in multi-density 

environments.  Main objective of MuDi-

Stream is to improve the clustering quality 

on data streams with multi density clusters. 

Note that density based algorithms usually 

have problems with clusters of different 

densities because of the static density 

threshold they use. MuDi-Stream 

customizes the density threshold for each 

cluster and overcomes the problem of multi 

density clusters. MuDi-Stream is a hybrid 

algorithm based on both density based and 

grid based approaches. Input data instances 

are clustered in a density based approach 

and outliers are detected using grids. For 

data synopsis core mini-clusters are used. 

Core mini-clusters are specialized feature 

vectors, they keep weight, center, radius 

and the maximum distance from an 

instance to the mean. In the online phase 

core mini-clusters are created and kept up 

to date for each new data instance. In the 

offline phase final clustering is executed 

over the core mini-clusters [18]. 

4. Data stream processing tools 

In this section, we provide brief 

information about popular tools that are 

used for data stream processing. 

4.1 MOA  

Massive Online Analysis (MOA) 

(Bifet et al. 2010) is a popular open source 

framework for data stream mining. It is a 

Java based framework and released under 

the GNU General Public License. MOA is 

specialized for data streams. It comprises of 

algorithms for regression, clustering, 

classification, outlier detection, concept 

drift detection and recommender systems, 

and it also includes tools for evaluation. 

Data stream generators are provided. It can 

be used as both a stream processing tool 

and an environment to develop stream 

processing algorithms. Additionally, MOA 

has the ability to interact with Waikato 

Environment for Knowledge Analysis 

(1993), which is a data mining software. 

4.2 RapidMiner  

RapidMiner (2001), formerly 

known as Yet Another Learning 

Environment (YALE), is another data 

mining tool developed by a private 

company. It has an integrated development 

environment, which is called RapidMiner 

Studio. It supports all data preparation, 
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result visualization, model validation and 

optimization steps of the machine learning 

process. It has a Streams plugin which 

integrates the stream oriented processing 

into the RapidMiner suite. This plugin 

allows developing data stream processing 

tools using utilities of RapidMiner. 

4.3 R  
R (1993) is a free software 

environment and programming language 

for statistical computing. R was created by 

Ross Ihaka and Robert Gentleman at the 

University of Auckland, New Zealand, and 

is currently developed by the R 

Development Core Team. R is an open 

source project and it is released under the 

GNU General Public License. R, a rich in 

packages software environment, has 

special packages for clustering, data 

streams, stream mining etc. These packages 

are as follows.  

• stream: A framework for data stream 

modeling and associated data mining tasks 

such as clustering and classification.  

• rstream: Unified object oriented interface 

for multiple independent streams of 

random numbers from diferent sources.  

• streamMOA: Interface for data stream 

clustering algorithms implemented in the 

MOA framework.  

• RMOA: Connects R with MOA 

framework to build classification and 

regression models on streaming data. 

5. Conclusion 
In this paper, we studied the 

literature to have basic idea about data 

stream clustering categories and different 

density-based clustering algorithms. In 

Survey it is found that, extensive number of 

clustering algorithms on data stream 

follows density method, due to its special 

characteristics such as ability to detect 

arbitrary shape clusters and to handle noise.  

During study it is observed that, D-

Stream I is unable to handle the high-

dimensional data since it assumes that the 

majority of the grids are empty in the high-

dimensional case. DenStream handles the 

evolving data stream effectively by 

recognizing the potential clusters from the 

real outliers. However, the pruning phase 

for removing outliers is a time consuming 

process. FlockStream is more efficient 

compared with DenStream since the 

number of comparisons is so limited. 

HDDStream can cluster high-dimensional 

data stream; however, in the pruning time it 

only checks micro-cluster weights. MR-

Stream introduces a memory sampling 

method which defines the right time for 

running the offline component, which 

ultimately improves the performance of the 

clustering. However, the algorithm cannot 

work properly with high-dimensional data. 

MuDi-Stream algorithm is found very 

effective in multi-density environments, 

while it has low computation time. 

However, MuDi-Stream is not suitable for 

high-dimensional data since the number of 

empty grids increases and so makes the 

processing time slower.  

Our future work will focus on the 

improvement of the quality of MuDi-

Stream in evolving data stream for high-

dimensional datasets. 
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Abstract: - The motivation behind this application is to provide a platform for users and rental products owners 

to communicate in an effective and efficient manner. The growing popularity and usage of online applications has 

led to a need to explore the industrial services who could tap into and enhance their services to the customers. 

Nowadays, there is online rental system curated for things like furniture, car, house etc. which benefits the user. 

A rental service is a service in which customers arrive to request the hiring of the rental unit. It is more convenient 

than carrying the cost of owning and maintaining the unit. Our target audience is mainly anyone who prefers 

renting out products rather than buying them, they may be either localities, or non-localities or the ones who are 

up to date.  

Keywords: Online rental system, Retailing, Digitalization, Recommendation system, Android application.  

 

I. INTRODUCTION 

 Nowadays many people are shifting 

from one city to another for education 

purpose or for jobs. This has resulted in the 

creation of a complex and 

multiorganizational system of management 

that includes food, cars, books, furniture and 

other accessories. Current scenario presents 

you the system for rentals or buying as a very 

strenuous work. With the massive expansion 

of Internet and e-commerce technology, 

Internet platform is providing a lot of services 

and advantages for online businesses, 

especially for online shopping portal. Online 

shopping has expanded in business more 

effectively and online services are 

collaborating with customers and other 

associations. This study uncovered the needs 

and expectations of current and potential 

users of virtual marketplaces of the products 

on temporary basis. This paper constructs the 

measurement of four-dimensional models 

that are appropriate for measuring customer 

satisfaction of online rentals information 

platform's security. This paper also conducts 

the factor and multiple regression analysis to 

verify the measurement model. There has 

been a long standing debate of whether to buy 

or rent, there are many applications in today’s 

competitive digital environment. Existing 

service performance which provides various 

rental platforms, starting with MagicBricks, 

Cardekho.com, RentMojo, OLx, Furlenco 

and this list is endless. These applications are 

domain specific like MagicBricks is 

concerned with only renting out property, 

estate or ZoomCar is concerned with renting 

cars, OLx is concerned with buying or selling 

the products or objects used on a daily basis. 

So, we have added a new dimension, and 

come up with an application Bechooo which 

will deal with the entire gamut rather than a 

particular category.  

II. PROPOSED SYSTEM 

Bechooo is an application which is 

based on very simple ideology, we as humans 

tend to believe more on what we see rather 

than what is told to us. This is the same 

ideology used here, this application has two 

main characters the seller and the buyer, these 

are two individuals located at different 

locations who don’t know each other, and it 

provides a common platform for them the 

seller and buyer to interact. The seller can put 

up any product on rent, the buyer will view 

the product, its specifications and will then 

contact the seller for further information. 

Bechooo allows creation of a unique account 

for every individual buyer and seller, the 

buyer can directly contact the seller through 

email or over a phone call or meet in person. 

The need for such an application has become 

very crucial, time value of money is a concept 

greatly accepted by majority of the target 

audience, and money received in the present 
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time is worth more than the same amount 

received in the future due do the potential 

earning capacity, wherein money can earn 

interest. In the evolving market where we are 

fascinated with brands and tag names we too 

need to consider the price tags that come with 

it, the buzzwords like Digitalization, Online 

Marketing, Sale, Discounts, Trends have 

completely taken over the market, we wish to 

have the best of all but going on buying 

things and stocking them up as One Time Use 

products or show pieces isn’t viable instead 

we rent out. Renting is like a win-win 

situation for both the buyer and seller, 

products which aren’t used much but can still 

be beneficial to another individual must be 

rented out, in this way the products will act as 

an investment for the seller and the buyer too 

gets to switch his tastes and the major 

problems like time, space and money have 

been solved efficiently. Bechooo is a mobile 

based android application with which easy 

monitoring and renting tasks can be 

performed in an efficient and centralized 

manner. 

 III. PRODUCT FUNCTIONALITY 
Bechooo outlines the various 

functionalities the main aspects are as 

follows:  

(a) Upload Products.  

• The buyer would be able to upload the 

specifications of the products to be rented 

out. Once a specific product has been 

selected, the buyer and seller can decide on 

further information like renting amount, 

renting duration and place to meet.  

• A brief product history can be viewed by 

both the buyer and seller.  

• A delete option has been provided, in order 

to remove the product, this can be done by the 

seller.  

(b) View Products.  

• The buyer would be able to see the products 

which could be currently rented out. 

 • The main advantage for the buyer is the 

product category, which helps him or her to 

set filters and get the desired product with 

minimum clicks.  

• Once the buyer has decided on which 

product is to be bought, he can directly 

contact the seller, a call service has been 

provided and location sharing is made 

available. 

 (c) Additional Features.  

• The buyer would be able to send an email to 

the seller through the app, this way a secure 

connection has been established. 

 • The sellers and buyers would be able to 

access the inbuilt camera which has been 

provided with the Bechooo application.  

IV. OPERATING ENVIRONMENT 

This system is designed to function 

within an application on various mobile 

devices. Bechooo has been built using 

Google Firebase, Android, and JavaScript 

rather than a native language of a particular 

platform. This basically means that the 

mobile phone must be able to support 

Android based applications. Our system is 

able to detect the screen size of the target 

device and able to adapt to that particular 

screen size and pixelation is avoided. 

Firebase is used to communicate with the 

backend servers those stores and deals with 

the data. Bechooo requires API level 16 i.e. 

ANDROID 4.1, Jelly Bean and above 

versions to run successfully. V. DESIGN & 

IMPLEMENTATION CONSTRAINT  

(a) Security. Our application Bechooo, deals 

with private user’s information which would 

require greater levels of security to ensure 

proper safety standards. User’s information 

includes data such as: Name, Home address, 

Phone number, Aadhar Card number, and 

Email address. The application via Google 

Sign in methodology is able to protect each 

individual user’s data and data integrity is 

maintained as well. 

 (b) Privacy. The target audience mainly 

includes teenagers and adults who find 

renting a better alternative over buying, and 

the one’s actually renting out their products. 

All their information is stored in the 

FIREBASE database. Bechooo has well 

developed security standards to ensure that 

the users do not unintentionally interact and 
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cause problems for the database and the 

system.  

(c) Platform Implementation. Bechooo 

application is targeted to be used with any 

media device. The only constraint is, this 

application would be supported only for 

Android OS and not for ioS. To properly 

tailor the security and privacy requirements, 

the operating system must be above API 16 

i.e. Android 4.1, Jelly Bean.  

VI. MODULES OF PURPOSED 

PROJECT. 
1. Login/Registration Module The login 

module authenticates the user and once the 

authentication is done, the user can post or 

view the products. The login page will 

provide users with three separate options to 

login via Google account, phone number or 

email id. If user is new to the Bechooo 

service, and if he/she wants to register via app 

registered email-id, there is an option “New 

User? Register here...” There user can enter 

email id and password, then REGISTER 

USER button, the user will be registered to 

the app. 2. User Dashboard Module Here, the 

user will be able to put products on rent or 

can take products on rent. That means user 

can view products or can put products on 

rent. They will also have access to camera in 

order to click pictures of the products within 

the application. 3. Hardware Interfaces In 

terms of hardware interfaces, the system 

should be able to function on any device with 

a working operating system that supports 

Java and JavaScript. We can abstract out our 

system by directly communicating with the 

hardware and use the FIREBASE server as a 

means of communication to both backend of 

the system, which is a centralized server or 

database, and to the device itself. The 

communication between the applications and 

the backend servers will be done through 

JSON script. In the ANDROID mobile 

device, the application can be started through 

a respective native application.  

Results of Testing Testing of the 

application should not lead to any kind of 

technical error. White Box testing and Black 

Box testing is implemented to check the 

errors. Sr.No Test Expected Result Result 1 

Login The user should be able to access his 

account using the preset credentials 

Successful 2 Sign-up Users data to be 

successfully stored in the Firebase Successful 

3 ForgotPassword A mail is sent to the 

registered email-id. Successful 4 Upload 

Product The user should be able to upload the 

pictures of the product, along with its 

specifications. Successful 5 Remove Product 

The product no longer exists in the Firebase. 

Successful 6 Message passing 

Communication is established between the 

buyer and seller, through email or phone or 

location sharing facility. Successful 7 Logs 

The products previously rented out or put on 

rent can be viewed along with their reviews. 

Successful 8 Sign-out Exit from the 

application Successful  

 

FUTURE SCOPE  
1. Location Wise Filtering This is the 

next add on we are currently working on, 

wherein using Google Maps services we 

would be connecting buyers and sellers 

staying in the same or nearby locality, this 

would the process of renting out. This way 

we target to mainly saving on travelling time 

and enhance the process of renting out 

amongst the users. 2. Validity Extension 

When the seller keys in the product details, 

there is an option stating for how long does 

he wish to rent out his/her product, the buyer 

and the seller agrees upon a fixed time and 

price, sometimes the buyer may like to keep 

the product a little longer than the time agreed 

upon, in this scenario we would be adding 

new functionality of validity extension. Here, 

the buyer can notify the seller through a text 

message or an email that he or she would be 

renting the product a little longer than 

expected, the renting prices would now be 

negotiated accordingly. 3. Recommendation 

We would be extending our domain 

knowledge in the field of information 

filtering system, we would be studying the 

user profile, product profile, past rental 
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purchase, the products mostly rented, its 

duration and make a suggestion to the buyer 

regarding the best deals. For this we would be 

using content-based filtering techniques. 4. 

Comparisons Another new feature which 

would compare the buyers filtered out 

product with different seller options, and 

provides the buyer with the best deal.  

 

CONCLUSION  
Through this paper we conclude that: 

With web-based rental management 

information system, hassle free renting can 

be provided. There is efficiency in paper 

procurement for charging the product. The 

data of all the products is stored in a 

centralized manner and the costs can be 

controlled and monitored by the operational 

manager and owner thus avoiding the over-

budgeting. Data storage which is already 

computerized will ease the process for 

companies and the users for performing 

preprocessing, recognizing the buying 

patterns and maintaining the integrity of the 

data and use this information to a personal 

benefit. Through this application we are 

trying to promote renting out products used 

on a daily basis instead of buying and 

discarding them. Our application is user-

friendly, open source and is Free to use. It 

positively impacts the environmental 

situation by using fewer products more 

number of times. Hiring products provides a 

simple way of collecting useful information 

to measure this service. Concentrating on 

customer satisfaction and the four 

dimensions,“Reliability”, “Responsiveness”, 

“Tangibles” and “Quality” helps us to serve 

the users in a better manner and thus give us 

a competitive edge over the others.  
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Abstract: An embedded system is microprocessor or microcontroller-based system consist of computer hardware and 

software to perform particular or specific task or function. Now a day, with the advancement in technology a manual 

control system has replaced with the embedded based automation system which operates mechanical devices 

automatically and controls the tasks. There are number of applications in various fields where continuous monitoring 

of parameters and controlling is necessary. So embedded system is one of the solutions that one can find to design such 

system. The basic structure of embedded system consists of sensors, analog to digital (A/D) converter, processor or 

controller, digital to analog (D/A) converter and actuators. Higher speed, low cost, limited interconnections, compact 

size, more reliable, improved product quality and low power consumption are some of the advantages that makes an 

embedded system a powerful tool to design various applications. 

 

Keywords: Microcontroller, Sensors, ADC, DAC, Actuators, LCD 

 

Introduction 
 The main objective of an 

embedded system is to control a particular 

function within a system. Repetitive task with 

more accuracy and efficient controlling of 

devices in the system are possible with 

embedded based automation. Now the use of 

embedded based automation is extended from 

the simplest home applications to a complex 

industry, health care applications in a large 

extent. The recent embedded system uses 

microcontroller which has inbuilt memory and 

peripheral devices interfaced with 

microprocessor. Industry, home appliances, 

automotive, telecommunications, medical 

health care, consumer electronics, military 

applications are the some of the applications 

where embedded system is a solution for real 

time monitoring and controlling the appliances 

or devices in the system. An embedded system 

has ability to do multifunction at the same time 

using common resources so that required time 

for the process will be reduced and it will lead 

to a faster process to obtain a desired solution. 

There are number of applications in 

various fields which require a continuous 

monitoring of the parameters and controlling of 

the devices in the system according to the state 

or the condition of inputs. Microcontroller is an 

efficient tool used for the controlling which 

controls the devices as per the program written 

to run the particular application. The selection 

of various sensors is depending on the sensing 

parameters. Range, accuracy, sensitivity, 

resolution is also some of the parameters taken 

into consideration while selecting a particular 

sensor. For the purpose of data conversion 

suitable for processing ADC and DAC are 

required. LCD is one of the display devices 

used to display an information.  

 

 
  Fig: Basic Structure of an Embedded System 

 

Sensor – Sensor measures the physical quantity 

and converts it into a acceptable form for 

further process. There are two types of 

electronic sensors are available i.e analog and 
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digital. Selection of particular sensor is 

depending on the requirement of input. As 

applications requires measurement of various 

parameters then there is a requirement of 

various types of sensors to sense the particular 

parameter. 

 

Processor OR Controller – Microcontroller is 

a basic tool that embedded system uses for 

controlling purpose. Microcontroller is small 

microcomputer designed to perform particular 

function in an embedded system. The sensors 

are connected to the controller to give the 

sensed data and the controller process on that 

data and control the output devices as per the 

program written for particular application. C 

language is most commonly used programming 

language. If the data from sensor is in analog 

form then it cannot be directly fed to the 

controller, first it has to convert into digital 

form and then apply to the controller. There are 

number of microcontrollers are available in the 

market i.e. AVR, PIC, Hitachi, Motorola, as per 

requirement one can select particular controller. 

Less cost, memory requirement, speed of 

processing, number of input and output 

requirement, power consumption and number 

of bits controller suitable for the need of 

application are some of the parameters 

considered while selecting a microcontroller. 

 

Analog to Digital Converter (ADC) – There 

are two types of sensors i.e., analog and digital. 

If the sensor used is of analog type then its 

output is not in state suitable to connect to the 

controller directly as controller needs digital 

signal, so there is a need to convert an analog 

signal to digital signal before applying to 

controller. Analog to digital converter (ADC) is 

used for the conversion. ADC0808, ADC0801, 

ADC0802, ADC0803, ADC0804 are some of 

the analog to digital converter ICs which are 

available. 

 

Digital to Analog Converter (DAC) – A 

system needs an analog signal to drive an 

electrical appliance or an equipment in the  

system, for this purpose there is need to convert 

digital signals to analog signals and for this 

digital to analog converter (DAC) is used. 

DAC0808, DAC0802, DAC0800 are some the 

digital to analog converter ICs which are 

available. 

 

Actuator – Actuator is a control device, which 

controls the mechanism of the designed system. 

It converts some form of energy to perform 

particular function. Piezoelectric, mechanical, 

electromechanical are some of the types of 

actuators. As per the requirement of 

application, the type of actuator is selected to 

control the mechanism of the system. 

 

Memory – Memory is physical storage device 

used to store data. In an embedded system, the 

system takes data from memory, process on that 

data and again stored it in a memory. Memory 

size, capacity of memory, power consumption, 

storage medium i.e., volatile or non-volatile are 

some the parameters taken into consideration 

while selecting a memory to design an 

application.  

 

Types of Embedded System 

 
Real Time Embedded System – In this 

system, a particular time period is defined to 

give an output. Health care applications, 

industry-based applications are some of the 

examples of this system. This system gives 

priority to the time to produce an output in a 

given time. Whether the deadline or time is 

strictly followed or not it is divided into two 

types i.e., hard real time embedded system and 

soft real time embedded system respectively.  

 

Stand Alone Embedded System – This system 

is not dependent on any host system for its 

operation. It is capable to provide an output by 

accepting inputs on the basis of themselves. 

 

Networked Embedded System – In this 

system, the communication with embedded 

server is established through the network. The 

network used to connect the embedded system 

to a network, may be wired or wireless. 

 

Mobile Embedded System – Taking the concept of portable device, this system is more preferable. 

This system is compact in size, easy to use and having less resources requirement. 
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Small scale embedded system, medium scale embedded system and complex embedded system are also 

some types of an embedded system based on their performance and microcontroller used to design an 

application. 

 

Applications of an Embedded System 

 
An embedded system has number of applications in various fields. 

 Home Automation 

 Health Care and Medical Devices 

 Robotic based Automation 

 Automated Teller Machines (ATMs) 

 GPS System 

 Automobile Industries 

 Office Automation 

 Defence Sector 

 Telecommunication  

 

System Design Process 

 
 

Outcome of the System 
 

 Microcontroller based Low cost Controlling of various parameters will be possible.  

 Provides facility to add number of parameters in a system. 

 Monitoring and controlling at any time will be possible. 

 Provide Safety in process. 

 The process control keeps the operating parameters within a given range and provides facility 

of controlling if parameter exceeds the range or value. 

 Automatic control over process parameters will be possible. 

 Provides consistency in processing and safety.  

 Smoothly handling of complex processes will be possible.  
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Conclusion 
The system works with continuous 

monitoring of parameters as per application 

requirement, comparison of observed values 

with reference value or range and controlling of 

output devices as per application need is 

possible. Microcontroller programming is able 

to process the designed application so that 

desired output can be obtained and an errorless 

construction of the application is possible. With 

the use of wireless technology monitoring and 

controlling of the process from remote location 

is also possible so that system protects itself 

from hazardous situations. 
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Abstract:  

A collection of material that is electronically 

stored and accessible is referred to as a virtual 

library. There should be a few subjects that are 

covered by all the data in the library. In addition, the 

usage of digital content has resulted in the 

development of a new infrastructure and interface, 

which is represented by the virtual library. The 

introduction of virtual library provides opportunities 

for information users to access information across 

the globe without restriction. But somehow virtual 

libraries face some challenges over its advantages. 

Designing and implementing a virtual library is the 

goal of this study, which will also look at the 

problems that affect and are impacted by the 

development of virtual libraries. 

Keywords: Virtual library, Impact of Virtual 

libraries, Digital Libraries, Environment and 

challenges 

Introduction:  

The definition of a virtual library is the idea 

of remote access to the materials and services of 

libraries and other information sources, combining a 

single location with a collection of up-to-date, 

widely used items in print and electronic form with 

an electronic network that offers access to, and 

delivery forms for, knowledge sources. It includes 

information that may be sent electronically and is 

accessible at any time and place. 

In contrast to physically delivering the end-

user to a set of resources, a library is "virtual" in that 

it can bring a variety of distinct information 

resources to the end-user. The proliferation of online 

information resources highlights how the World 

Wide Web has altered the environment for 

information representation and delivery. 

The current environment gives rise to a new 

kind of library that modifies the notion of the classic 

library. Libraries will no longer serve as compiling 

and storing devices for mostly physical content and 

will instead transform into areas devoid of either 

physical location or content going forward. A new 

library focusing on different kinds of documents and 

requiring to create new user-relations mechanisms. 

The physical library is changing nowadays with the 

introduction of the virtual library. 

From a variety of fundamental angles, 

virtual libraries do their duties. The following are 

some of the most important perspectives among 

them: on the one hand, providing teaching staff with 

all the resources they might need to develop and 

guide the various subjects; and on the other, making 

support materials and documents available to 

students as an addition to the lecture materials. By 

providing information and services that are different 

from traditional ones, more individualised, and even 

customised to meet the unique needs of each user, 

virtuality enables libraries to expand their support 

activities to learning, teaching, and research. 

Virtual or digital libraries cannot take the 

place of physical ones. In a similar way that 

mediaeval manuscript libraries merely evolved into 

a specialised and highly esteemed component of the 

larger print-based libraries we have today, they 

represent the future of traditional libraries. 

Several versions of the new library model 

have been created, including an electronic library, 

digital library, hybrid library, wall-free library, and a 

simple virtual library. In fact, virtuality has made it 

possible because this new model uses digital 

documents (or digital libraries) as a very important 

part of its assets by which the library's goals can be 

achieved. We refer to this new model as a virtual 

library because it performs its function exclusively 

in a virtual environment. 

Virtual Libraries can expand their assistance 

for learning, teaching, and research by offering 

content and services that are different from 

conventional ones, more individualised, and even 
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specially tailored to meet the unique needs of each 

collective. This is made possible by virtuality. This 

new library creates, picks, and compiles digital 

products and online services. 

There are many advantages as well as 

disadvantages of the virtual library. Some of the 

advantages include:  

 Reduction of physical space taken up by 

library materials. 

 Less man power required to maintain 

library. 

 Adds enhanced searching capabilities in a 

digital format. 

 Materials are available at the user’s desktop 

and very easy to access the data. 

 It eliminates the book being missing or off 

the shelf and It often allows for multiple 

concurrent Users 

 

The disadvantage of utilizing the virtual library 

includes the following:  

 Every product has its own different user 

interface. 

 Everything is not available in digital format 

some time it has to be search on different 

platform. 

 Virtual library relies on computer networks 

in order to be available for use electronic 

library or virtual library. 

  Virtual library used to describe the building 

of a large information resources of text and 

numeric. 

 Data to serve the demanding academic user 

of today always ready to update data 

quickly. 

 

Elements facilitating the creation of virtual 

libraries 

The communications networks which are 

improving telematic access in two senses: in the 

speed of access, and in capacity, all of which favours 

the inclusion of multimedia materials (text, image, 

sound, video, etc.).  

 The appearance of information 

management programs, facilitating the 

creation of databases of documentary 

resources and the retrieval of information.  

 Technology becomes more and more user-

friendly. 

 The standards and protocols facilitating 

simultaneous access to databases. 

 The information digitalisation and creation 

systems. 

 The continuous appearance of more and 

more powerful languages for the creation of 

information. 

 

The Virtual Library Environment and 

challenges: 

There are a number of interconnected 

problems around the virtual library that have a direct 

impact on how well they can be produced. Some of 

these problems include: 

Client Issues:  

If virtual libraries are to function, user demands must 

be prioritised above all else. This is due to the fact 

that user expectations in the electronic environment 

have grown, potentially beyond what libraries can 

provide. Therefore, it is important to include library 

users in system design to ensure that the mix of items 

and services accessible meets both their information 

needs and habits. 

Organizational Issues:  

Considering the literature's apparent 

disagreement in this area, it is impossible to predict 

how organisational scale will affect the successful 

creation of virtual libraries. That is a matter worth 

taking into account, though. The overall requirement 

for less rigid organisational structures reflects the 

fluidity of the evolving library environment. 

Management Issues: 

  There are a number of management 

concerns that libraries need to take into account in 

order to achieve their goals for the virtual library. 

More strategic planning will be required for libraries 

than has previously been the case since it will be 

impossible to achieve virtual library goals without 

knowing what they are. Although present 

measurements are unlikely to collect all the data 

required, there will also be a need for better 

performance measurement. 

Technological Issues  

Therefore, the viability of virtual libraries 

will be significantly impacted by technological 

concerns. There are a number of significant 

difficulties in this area that must be taken into 

account. One crucial requirement is for systems to be 
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"truly" stable and operating; otherwise, the ability to 

access and use virtual libraries will be partially or 

entirely undermined. A smooth integration of the 

technologies and digital resources is also required for 

maximum effectiveness and usability, backed by 

appropriate policy changes as well as technological 

standards. Another difficulty is the quickly evolving 

technological landscape; for virtual libraries to be 

successful, the twin problems of technological 

change and technological obsolescence must be 

appropriately addressed. 

Challenges about Virtual Libraries: 

Connectivity is necessary for virtual 

libraries. The online library is inaccessible if there is 

no Internet connection. Even though the use of the 

Internet is growing in popularity, many people still 

lack access to it. The gap between those who have 

access to the Internet and information technology 

tools and those who do not has been referred to as 

the "digital divide." However, connectivity is not the 

only issue with the use of virtual libraries, as not 

everyone will have the skills to effectively access 

and use this information. To organise, maintain, and 

assist students in taking use of this virtual learning 

environment, virtual libraries still need qualified 

personnel. Those who lack the necessary skills to use 

Internet resources effectively continue to be unaware 

of their full potential. Although some virtual libraries 

are simply lists of websites and don't require much 

Internet searching expertise, others require 

significant search knowledge and abilities in order to 

fully utilise the potential of databases. Search 

abilities to fully utilise a database's potential. Other, 

more technological difficulties also affect the 

educational value of the materials offered by virtual 

libraries. The primacy, or lack thereof, of digital 

information in digital format is still being debated 

with regard to long-term storage, which is a 

relatively recent development. 

When building the virtual library, a number 

of factors must be taken into consideration. The most 

crucial concerns are adaptability and maintaining the 

data's quality in the virtual library, which takes all 

provided data and is likely to be filled with a lot of 

material. Both of these concerns are equally crucial, 

and they both accept evolving technology. 

Conclusion 

As the sharing of educational resources 

develops in the twenty-first century, virtual libraries 

have a significant positive impact on education, 

enabling not just on-campus and autonomous 

discovery-based learning but also distance 

education. A significant increase in the use of rich 

multimedia for superior academic work will result 

from the direct contribution of high-quality 

resources of all kinds by varied sets of authors into 

virtual/digital libraries, including through open 

archives. Distributing educational materials to 

students and other users is made simple and efficient 

by virtual libraries. In the academic setting, digital 

resources have become crucial. 

A user of a virtual library will be able to access 

information quickly and easily by using the virtual 

library's search function, browsing its catalogue, or 

following trails. When knowledge is easily 

accessible, a user can concentrate on thinking or 

being creative rather than spending time looking for 

information or scrolling through vast amounts of 

papers, reports, journals, and other materials. 

Finding pertinent knowledge has become easier 

thanks to virtual libraries. 
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Abstract: This paper describes the research on different feature extraction and matching techniques in 

designing a Content Based Image Retrieval (CBIR) or Processing system. Due to the enormous increase in 

image database sizes, as well as its vast deployment in various applications, the need for CBIR development 

arose. This paper outlines a description of primitive feature extraction techniques like: texture, colour, and 

shape. Once these features are extracted and used as the basis for a similarity check between images, the 

various matching techniques are discussed. This paper includes system architecture for CBIR system which 

combines techniques include content-based image and colour analysis, as well as data mining techniques.  It 

also includes concept of neighbourhood colour analysis module which also recognizes the side of every grid of 

image. This study also includes the 4 algorithms namely: - K-Means, Scale Invariant Feature Transform 

SIFT, SURF and Binary Robust Independent Elementary Feature (BRIEF) algorithm. 

Keywords:  Feature Extraction, Content Based Image Retrieval (CBIR), K-Means, Scale Invariant Feature 

Transform (SIFT), Speed Up Robust Feature (SURF) and BRIEF. 

 

1. INTRODUCTION  

Content-Based Image Retrieval (CBIR) is 

the automatic retrieval of digital images 

from large databases [1]. This technique 

makes use of the inherent visual contents of 

an image to perform a query. As processors 

become increasingly powerful, and 

memories become increasingly cheaper, 

the deployment of large image databases 

for a variety of applications have now 

become realizable. Databases of art works, 

satellite and medical imagery have been 

attracting more and more users in various 

professional fields, for example, 

geography, medicine, architecture, 

advertising, design, fashion, and 

publishing. Effectively and efficiently 

accessing desired images from large and 

varied image databases is now a necessity. 

Content Based Image Retrieval (CBIR) [2-

4] is the retrieval of images based on visual 

features such as colour, texture and shape. 

Reasons for its development are that in 

many large image databases, traditional 

methods of image indexing have proven to 

be insufficient, laborious, and extremely 

time consuming. These old methods of 

image indexing, ranging from storing an 

image in the database and associating it 

with a keyword or number, to associating it 

with a categorized description, have 

become obsolete.  

In CBIR, each image that is stored in the 

database has its features extracted and 

compared to the features of the query 

image. It involves two steps: -  

1. Feature Extraction: The first step in the 

process is extracting image features to a 

distinguishable extent.  

 2. Matching: The second step involves 

matching these features to yield a result that 

is visually similar [5]. 

Image matching is a fundamental aspect of 

many problems in computer vision, 

including object or scene recognition, 

solving for 3D structure from multiple 

images, stereo correspondence, and motion 

tracking, etc. Image processing is a method 

to convert an image into digital form and 

perform some operations on it, in order to 

get an enhanced image or to extract some 

useful information from it. Main stages in 

Image processing and matching are as 

follows.                                                                                                                                                                                                                     

 Security Check: Fingerprint or retina 

scanning for access privileges. 

 Intellectual Property: Trademark 

image registration, where a new 

candidate mark is compared with 
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existing marks to ensure no risk of 

confusing property ownership. 

 Medical Diagnosis: Using CBIR in a 

medical database of medical images 

to aid diagnosis by identifying similar 

past cases. 

 Crime prevention: Automatic face 

recognition systems, used by police 

forces  

2. RELATED WORK 

We do not yet have a universally acceptable 

algorithmic means of characterizing human 

vision, more specifically in the context of 

image understanding. Hence it is not 

surprising to see continuing efforts towards 

it, either building up on prior work or 

exploring novel directions. The matching 

measure, termed integrated region 

matching (IRM), has been constructed for 

faster retrieval using region feature 

clustering and the Most Similar Highest 

Priority (MSHP) principle [6]. 

Colour has been an active area of research 

in image retrieval, more than in any other 

branch of computer vision. Colour makes 

the image take values in a colour vector 

space. The interest in colour may be 

ascribed to the superior discriminating 

potentiality of a 3-dimensional domain 

compare to the single dimension domain of 

grey-level images. 

 

Fig. 1: Data flow in essential query by 

content [7] 

Understanding the nature and scope 

of image data plays a key role in the 

complexity of image search system design. 

Factors such as the diversity of user-base 

and expected user traffic for a search 

system also largely influence the design. 

Along this dimension, we classify search 

data into the following categories: Personal 

Collection, Domain Specific collection, 

Enterprise Collection, Archives and We.[3] 

An important parameter to measure user 

system interaction level is the complexity 

of queries supported by the system. From a 

user perspective, this translates to the 

different modalities she can use to query a 

system. 

There are various querying modalities such 

as: Keywords, Free-text, Image, Graphics, 

Text-based, Content-based queries etc. 

There are various kinds of feature 

descriptors which are used for mapping an 

image with the other image. Some of them 

are: corners, edges, ridges, colours, 

textures, intensity, etc., locality, pose 

invariance, distinctiveness, repeatability 

[8]. 

An image retrieval system called Wavelet 

Based Colour Histogram Retrieval 

(WBCHIR) was proposed. It is based on the 

combination of colour and texture features. 

The colour histogram for colour feature and 

wavelet representation for texture and 

location information of an image. This 

reduces the processing time for retrieval of 

an image with more promising 

representatives [9]. 

In December 2012, a system was proposed 

in which the CBIR system was divided into 

two parts: learning and querying. Learning 

step talks about the training process in 

which a huge amount of sample images is 

input to the system in the first step, then the 

feature extraction process takes place and 

then clustering is performed. K-means 

cluster algorithm is selected to cluster the 

training data [9]. 

SIFT algorithm was introduced for the 

detection and description of key points. It 

proved out to be a boon for image 

processing as it was based on the extraction 

of key points which was independent of 

scale variance and rotation variance. It 

comprised of mainly five steps: Scale 

Space Extrema detection, Key point 
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Localization, Orientation Assignment, 

Feature description, Feature matching. 

A more efficient algorithm which was 

developed for image retrieval was SURF 

(Speeded Up Robust Features). It is a local 

feature detector and descriptor that is used 

for object recognition, 3-D reconstruction, 

classification or registration. It is several 

times faster than SIFT and is claimed to be 

robust against different image 

transformations than SIFT [10].         

3. ALGORITHMS 

3.1 K-Means Cluster:  

K-means clustering algorithm first defined 

the size of K clusters. Based on the features 

extracted from the images themselves, K-

means allocates those into the nearest 

cluster. The algorithm calculates and 

allocates until there is little variation in the 

movement of feature points in each cluster. 

There are four modules in the main system 

architecture they are: 

 Segmentation and Grid module 

 K – Means clustering module 

 Feature Extraction Module 

 Neighbourhood Concept Module 

 

 
Fig. 2: Flow chart of the system 

architecture [11] 

 

Fig. 3: Sample of Segmentation and grid 

module and Colour feature extraction [12] 

 

 
Fig. 4: Neighbourhood Concept [13] 

3.2 SIFT - Scale Invariant Feature 

Transform:  
The SIFT approach, for image feature 

generation, takes an image and transforms 

it into a "large collection of local feature 

vectors". Each of these feature vectors is 

invariant to any scaling, rotation or 

translation of the image. It involves 5 major 

steps: - 

       Scale Space Extrema Detection 

       Key point Localisation 

       Orientation Assignment 

       Feature Description  

 

Fig. 5: Detected Key points using SIFT 

[13] 
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Fig. 6: Rotation Invariant (SIFT)[14] 

 

Fig. 7(a): Outputs for test image[14] 

 

Fig. 7(b): Processing test images [14] 

3.3 SURF- Speed Up Robust Feature:  

SURF creates a “stack” without 2:1 down 

sampling for higher levels in the pyramid 

resulting in images of the same resolution. 

In key point matching step, the nearest 

neighbour is defined as the key point with 

minimum Euclidean distance for the 

invariant descriptor vector. Lower used a 

more effective measurement that obtained 

by comparing the distance of the closest 

neighbour to that second-closest neighbour. 

 

Fig. 9: Feature Detection in SURF[14] 

 

Fig. 10: Key point Localization in SURF[14] 

3.4 BRIEF Algorithm - Binary Robust 

Independent Elementary Feature:  

BRIEF is a general-purpose feature 

point descriptor that can be combined with 

arbitrary detectors. It is robust to typical 

classes of photometric and geometric image 

transformations. BRIEF is targeting real-

time applications leaving them with a large 

portion of the available CPU power for 

subsequent tasks but also allows running 

feature point matching algorithms on 

computationally weak devices such as 

mobile phones. It provides a shortcut to 

find the binary strings directly without 

finding descriptors [15]. 

The first important thing is Detection; in 

this step you want to detect points-of-

interest or key points, and what that means 

is that you want to choose local points 

(basically small patches) that you think are 

interesting in the image, there are many 

ways to do that; this paper doesn't 

contribute in this area. However, it seems 

that they use SURF feature detector and 

SURF key points. After detection is done, 
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Feature Description follows. You know the 

interesting points in the image and now you 

want to describe them (basically you want 

to describe the points/patch around the 

interesting points). SIFT is one popular 

feature descriptor. 
4. COMPARISONS 

 

5. CONCLUSIONS 

The challenge of different CBIR algorithm 

is the semantic gap between the high-level 

meaning of the image and the visual 

features because the CBIR algorithms start 

with simple low-level features. To bridge 

this gap, many efforts have been performed 

in this field. 

This research paper reviewed the main 

components of a content-based image 

retrieval system, including image feature 

representation, indexing, query processing, 

and query-image matching and user's 

interaction, while highlighting the current 

state of the art and the key-challenges. It 

has been acknowledged that it remains 

much room for potential improvement in 

the development of content-based image 

retrieval system due to semantic gap 

between image similarity outcome and 

user's perception.  

Contributions of soft-computing 

approaches and natural language 

processing methods are especially required 

to narrow this gap. Standardization in the 

spirit of MPEG-7, which includes both 

feature descriptor and language annotation 

for description various entity relationships, 

is reported as a crucial step in order to 

increase the interoperability of the various 

systems. 
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Abstract: As digital communication over the network brings people comfortably close without considering 

geographical boundaries, this result into its rapid growth rate with efficiency. The digital communication is 

effective and acceptable when it comes with security. So it is necessary to provide security to the 

communication session. Cryptography and steganography are the two such means used for providing security 

to the communication. In this paper, we have reviewed number of blending approaches of cryptography and 

steganography. We also performed comparative study of cryptography and steganography. Moreover, we 

also compared combined approaches of cryptography and steganography on the basis of encryption 

algorithm, steganography technique and file type used as cover file in steganography.  

Keywords: Cryptography, Steganography, Encryption, Decryption and Set go image 

 

1. NTRODUCTION  

The internet’s continuous and fast 

growth allows people to innovate more 

spread each and every corner of human 

life. Digital communication is one of the 

applications achieved through internet. 

The fast and rapid growth of internet 

attracts the attention of intruder also.  It 

becomes necessity to survive or keep 

ahead from intruder along with the 

advanced evolvement in the internet. So 

parties involved in digital 

communication need to maintain 

secrecy of information or data. 

Cryptography and steganography are 

the two such techniques useful in data 

security[1]. The approach cryptography 

means hidden writing, whereas 

steganography means covered 

writing[2][3]. The implementation of 

cryptography in steganography provides 

the combined strength of both of 

them[4].   

   

2. BACKGROUND 
        There are different ways to 

implement data security in digital world 

such as cryptography and 

steganography. Cryptography method 

converts the meaningful plain text into 

cipher text using encoding scheme and 

steganography hides the secret 

information behind the cover 

work[3][5]. To generate more secured 

environment as compare to individual 

strength of cryptography and 

steganography, blending approach of 

both of them implemented[4].  

 

2.1 Cryptography  

Cryptography is the technique useful in 

exchanging information in secure way 

over insecure public channel. This 

method accepts plain text and secret 

key as an input and after processing, it 

produces cipher text as an output. At 

the receiver end, receiver decrypts the 

received cipher text using collaborated 

secret key. Without secret key no one 

can able to decrypt the cipher text. 

Following figure 1, illustrates 

cryptographic system[6].  
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Figure 1: Cryptography Model 

 

Cryptographic system is categorised into 

three types such as Secret key 

cryptography, Public key cryptography and 

Hash function. Each cryptographic model 

used to attain specific objective. Key length 

and key type used is depends on 

cryptographic system[6].  

2.1.1 Secret key or Symmetric 

key cryptography 

In secret key cryptography, single key used 

for both encryption and decryption. Both 

the sender and receiver agree upon the 

single shared private key. No one other than 

authorised person is able to decrypt the 

cipher text. The important task in this type 

of cryptography is to securely distribution 

of secret key. If secrecy of secret key 

breaks, then unauthorised person can able 

to decipher the cipher text[6].  

 

2.1.2 Public key or Asymmetric 

key cryptography 

Public key cryptography uses two keys 

such as public key and private key. Each 

sender and receiver is with its own public 

and private key. In this cryptographic 

scheme, sender uses public key of receiver 

to encrypt the plain text. At the receiver 

end, receiver decrypts it using its own 

private key. The public key is publically 

available, whereas private key only knows 

to its owner[6].  

  

2.1.3 Hash function or Message 

digest  

Hash function calculates fixed length hash 

value depends upon plain text which makes 

inaccessible to recover either plain text or 

length of plain text. During the journey of 

transmission of message, hash algorithm 

enables us to identify whether it is altered 

or not. It acts as a digital fingerprint for file 

content[6].  

2.2 Steganography 

In steganography, plain or encrypted secret 

message is hides behind the cover work. 

We can use plain text, image, audio, video, 

etc as a cover work in 

steganography[7][8][3]. By seeing the 

steganographic work with naked eye, one 

cannot able to identify it as a 

steganographic work.  If other than 

authorised person can identify the message 

is steganographic, then the meaning of 

steganography breaks[9].  

 

Figure 2: Steganography Model 

On the basis of type of cover media 

used to store secret message, the 

steganography classified as: Text, 

Image, Audio and Video 

steganography. 

 

2.3 Comparison between 

Cryptography and 

Steganography 
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3. LITERATURE REVIEW 
        Information exchange flow rate 

over the internet rapidly increasing in 

exponential manner. The overflow of 

information attracts the attention of 

intruder. Hence, data security plays 

important key role in communication 

over public channel. There exists 

cryptography and steganography useful 

for the data security. Now day mixed 

approach of cryptography and 

steganography are used to provide most 

robust security. But intruders come up 

with ultimate solution to break the 

existing data security method, so its 

educationalist or experts or research 

responsibility to develop new 

unbreakable robust techniques.   

 

In [10], authors developed dual layer 

security model using elliptic curve 

cryptography and LSB inversion image 

steganography. In this blending 

approach, secret message encrypted 

using elliptic curve cryptography, and 

then the resultant cipher text is hidden 

behind the cover object by process of the 

LSB inversion method. The proposed 

method achieves benchmark of data 

confidentiality, integrity verification, 

capacity and robustness. The authors of 

this paper reiterated that scheme 

delivers strong opposition force against 

attacks.  

 

Authors in this [11], proposes secure 

method for biometric template using 

cryptography and steganography. 

Before performing encryption on iris 

biometric template, it goes through iris 

image segmentation, normalization and 

feature extraction and then the iris 

template generated is enciphered using 

3DES and Twofish algorithms. Finally, 

cipher image is hidden behind cover 

work using LSB steganography to 

produce stego image. In this paper 

authors claim that developed technique 

provides high embedding capacity. 

 

The proposed method [12], secret audio 

file compressed using DCT and then its 

output is encrypted using random 

projection and Legendre sequence in the 

Discrete Wavelet Transform (DWT) 

domain and finally its result is 

represented in a form of quaternion 

numbers using the Quaternion Fast 

Fourier Transform (QFFT) technique. 

The High-Efficiency Video Coding 

(HEVC) frame is used as cover work in 

steganography which is converted into 

quaternion form. Now, quaternion form 

of both cipher text and HEVC 

represented in frequency domain and 

finally encrypted audio message is 

embedded into cover HEVC frame. 

 

In paper [13], authors implemented 

combined approach of cryptography and 

steganography methods using XOR or 

OTP, visual cryptography and LSB 

steganography. Firstly, secret key is 

obtained by using XOR or OPT and use 

it for encryption of plain text. After that 

LWT applied on cover media and 

obtains LH sub band where user want to 
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store cipher text. Finally, the generated 

stego image scrambled using image 

scrambling process and then visual 

cryptography applied on scrambled 

image. Therefore, authors claimed that 

they have implemented multi level 

security and this system can be useful in 

video steganography also.  

 

In scheme[14] , author implements 

multilevel security using AES 

cryptography and bit matching 

steganography. Firstly, ASCII value of 

secret message and colour value of 

image pixel is exactly matched using bit 

matching steganography. The secret key 

obtained from the output of bit matching 

scheme. Then obtained secret key is 

encrypted using AES cryptography.  

From sender’s end, sender sends cover 

image and encrypted secret key. The 

proposed scheme implements facilities 

like undistorted image, high payload 

capacity and high speed as compared 

with other existing scheme. 

 

Authors in [15], proposes two modules 

of data security for mobile system using 

cryptography and steganography.  In 

first module, hash function applied on 

given password and later, encrypted 

password embeds into cover image 

using LSB steganography. Whereas, in 

second module, password input is 

encrypted using hash function, then its 

output encrypted using AES. Lastly, 

obtained cipher text hides into cover file 

using LSB steganography. The 

proposed approach implements 

authentication, confidentiality and 

integrity for mobile system.  

 

The novel approach[16] uses modified 

RSA algorithm and LSB steganography 

to achieve multilayered data security. In 

this scheme secret plain message is 

encrypted with modified RSA algorithm 

for obtaining cipher text. Now, by using 

Canny edge detection technique cover 

image is segmented into edge and non-

edge pixels and then N1(two) and N2 

(four) bits of the cipher messages are 

enclosed into the edge and non-edge 

pixel areas using LSB steganography. 

Authors in this paper stated that 

proposed system attains improved 

efficiency, security and imperceptibility 

properties of information hiding from 

the results. 

 

An author at [17] proposes blending 

approach using AES-128 cryptography 

and LSB steganography. The input 

information is enciphered using AES-

128 scheme and then the produced 

output is embedded in audio file using 

LSB steganography. 

 

In scheme [18], secret message is image 

file and cover media is also image file. 

Authors implement TDES cryptography 

in which Four MSB bits of each pixel of 

input image encrypts using TDES and 

then obtained result combined with the 

remaining four LSB bits of that pixel. 

Finally, the obtained cipher image 

added into cover image using LSB 

steganography. The mentioned scheme 

in this paper claimed that they have 

produced high quality stego image. 

Authors concluded with claim that 

implemented TDES scheme is faster 

than Triple DES and Double DES.  

 

In proposed system [19], RSA 

cryptography used for encryption of 

input plain text and then resultant cipher 

text embedded in audio cover file using 

1-LSB, 2-LSB and 3-LSB 

steganography method. Authors 

explaind that 3-LSB steganography 

method is more prompt than 1-LSB and 
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2-LSB. The proposer mentioned that the 

scope of this system expanded by 

implementing this system with other 

symmetric key cryptography in future.  

 

The multi layer security designed at [20] 

using 3DES cryptography and enhanced 

LSB steganography. The input message 

is encrypted using 3DES scheme and 

then cipher text embedded into cover 

file using enhanced LSB steganography. 

The authors claimed that proposed 

3DES more secure than DES.  In future 

this system can be implemented using 

other encryption schemes.   

 

The proposed method [21] provides 

security to classified Arabic text-data. In 

which Arabic secret text encrypted 

using different LWC algorithms, i.e. 

AES, DES, and IDEA and then 

embedding the ciphered data into 

diacritics within Arabic text cover file.  

The proposed research also examines 

effectiveness of different LWC 

algorithms, i.e. AES, DES, and IDEA. 

LWC selection of DES algorithm finds 

the more applicable scheme giving 

acceptable security in efficient and 

effective manner. 

 

In paper [22], the secret message is 

encrypted using a multi-level encryption 

algorithm (MLEA) and stego key is 

encrypted using a two-level encryption 

algorithm (TLEA). The ciphered secret 

message is embedded in the host image 

using an adaptive LSB substitution 

method, depending on secret key, red 

channel,MLEA, and sensitive contents. 

Authors of this paper claimed that the 

proposed framework maintains a better 

balance between image quality and 

security, achieving a reasonable payload 

with relatively less computational 

complexity. 

 

The paper [23] describes existing 

steganographic methods such  LSB 

techniques, RSA algorithm, DNA 

cryptography and DNA steganography. 

The mentioned existing techniques 

having demerits like increased key size, 

computational cost, speed and size of 

the input. So that authors propose new 

method DNA steganography based 

Hyperelliptic Curve Cryptography 

(HECC) which enriches high level of 

image file security.  

 

In this paper [24], the secret data is 

divided into two shares by random grid 

method as similar in visual 

cryptography. From obtained two shares 

one of the shares is hidden behind the 

cover image using LSB technique. 

Lastly, embedded image is encrypted 

using AES algorithm.  

 

The proposed [25] perform data security 

using AES, RSA and LSB 

steganography. Firstly, given image and 

randomly generated key encrypted 

using AES algorithm and then RSA 

algorithm encrypts ciphered key. 

Finally, hide the obtained cipher key 

into cipher image using LSB 

steganography to produce the stego 

image.  

 

4.COMPARATIVE ANALYSIS 

               We have reviewed number of 

research paper which composes of blending 

approaches of cryptography and 

steganography. As per our observation 

following table mentions the critical 

analysis of our review: 
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4. CONCLUSION 
      Cryptography and steganography 

independently enable us to provide data 

security. However, combined strength 

of cryptography and steganography 

provides more robust, secure and 

efficient environment.  
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Abstract: Industries in the current era are using both Big Data and Machine Learning and they are using this 

combination very successfully. Majority of professionals and data scientist are using this combination and it 

is being popular day by day. Big data is a term that is used to designate large, hard-to-manage, structured 

and unstructured voluminous data. Whereas, Machine learning is a subfield of Artificial Intelligence that 

enables machines to automatically acquire and improve from experience from the past data. 
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1. Introduction: 

Companies are collecting a huge amount of 

data at different pace, volume, and format. 

The volume of data is not that much 

important, but what really matters is the use 

of this data. In today’s digital world, big 

data has a very significant role when it 

comes to customer data. But this data can 

be of no use if it is not paired with machine 

learning systems having high 

computational capability. Machine learning 

systems can give a real insight into the 

customer data and can be used in more 

efficient way according Companies are 

collecting a huge amount of data at 

different pace, volume, and format.  

The volume of data is not that much 

important, but what really matters is the use 

of this data. In today’s digital world, big 

data has a very significant role when it 

comes to customer data. But this data can 

be of no use if it is not paired with machine 

learning systems having high 

computational capability. Machine learning 

systems can give a real insight into the 

customer data and can be used in more 

efficient way according Companies are 

collecting a huge amount of data at 

different pace, volume, and format.  

The big data is ever growing field in the 

computer science. Many organisations are 

collecting a huge amount of data of 

different format, volume and pace. The use 

of data is much important than its volume 

of data. Big data plays a very significant 

role in the current digital era and offers 

varied services when we are dealing with 

customer data. When these data will paired 

with the machine learning system which 

has high computational capability; then 

only it is of use. Machine learning system 

offers a real insight into the customer’s data 

and can be used very effectively according 

to the needs of the organisation.  

Convergence of Big data with machine 

learning can indeed boost the organisation 

business and can gear up long-time 

business importance. The distinctive 

features of big data including huge volume, 

high speed, different varieties, complex, 

unstructured and inaccurate have proved to 

be better than the traditional data mining 

and statistical techniques. Most of the data 

scientist support machine learning 

techniques to explore the pattern and 

structures hidden as categorized into 

supervised and unsupervised learning.  

Machine learning is extensively used in 

different real-world applications of varied 

disciplines. The machine learning is 

popularly used where there is a high 

volume of structured and unstructured data. 

Machine learning is useful with big data in 

healthcare industry for improving patient 

care and monitoring, early disease 

detection and assisting doctor to suggest 

patient health issues. Machine learning is 

very useful in many industries including 

financial services, intelligent transportation 

systems, national security, automotive, 

computer vision, etc. to extract required 

data.  

In the current digital era, huge amount of 

data is generated which has a different 

varieties and veracity. So it’s organisational 

top priority to handle it efficiently. Thus, 

majority of the organisations are 
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restructuring their infrastructures and 

shifting towards big data to increase 

automation level and the use of smart 

devices to enhance the productivity and to 

deliver efficient and effective services to 

the customer. Machine learning systems 

with high computational and storage 

capacity along with intelligence can offer 

such services and big organisations have 

already integrated machine learning and big 

data. 

Both Machine learning and big data 

technologies are being used together by 

most companies because it becomes 

difficult for the companies to manage, 

store, and process the collected data 

efficiently; hence in such a case, Machine 

learning helps them. 

2. Big Data 

Big Data is a broad term which is used to 

refer to the huge volume of digital 

information generated by different 

businesses. This big data is generated by 

traditional information exchange and 

software, along with from sensors of 

various types embedded in varied 

environments; markets, hospitals, metro 

stations, schools and virtually every 

electrical or electronic device that produces 

data. 

Big Data puts an excessive focus on the 

issue of voluminous information. It exceeds 

the capacity of traditional data management 

technologies generating the need for new 

tools and technologies to handle the 

extremely large volume. It not only 

presents a challenge in storing huge 

volumes of data but also the new 

competences of analyzing this huge volume 

of data. Another way of defining Big Data 

is datasets whose size or type is beyond the 

ability of traditional relational databases to 

capture, manage, and process the data with 

low latency. Big Data comes from sensors, 

databases, devices, audio/video, 

computers, networks, log files, 

transactional applications, web, and social 

media typically generated real-time and at 

a very large scale 

Characteristics of this Big Data 

 Volume: The volume defines the 

size of the data which is collected and 

stored. The apprehension is not only in 

terms of the storage required to store this 

but also the resources needed for 

processing this huge amount of data 

irrespective of the source of the data and 

generate a real-time result from it.  

 Velocity: Data generation has 

changed drastically from the traditional 

applications like invoicing or production 

where the data is generated only during 

production hours and is restricted to how 

many invoices a day or amount of 

production a day. New applications like 

event-based alerting or flow-of-control 

monitoring need quick data processing. 

Enterprises now want to look at the results 

in a blink of an eye and see the influence of 

every new transaction. This has given rise 

to a new dimension in data analysis known 

as “streaming analysis”. 

 Variety: The huge volume of data 

is not coming from the structured data or 

database-based applications only. Datasets 

have a many new formats. Social media is 

one of the most important new source of 

data. Enterprises want to capture how users 

are feeling about their products on social 

media and plan their upcoming strategies 

accordingly. Other social media 

achievements include learning about spread 

of viruses and the vaccination frequency. 

Bluetooth and RFID applications, large 

quantities of PDFs, emails, recorded voice 

messages and videos, etc. add to the variety 

of data. 

Challenges in Big Data 

Big data has fabulous growth and collection 

of structured as well as unstructured data. 

Majority of companies are using this 

technology for running their business and 

to store, process, and extract value from a 

bulk amount of data. Hence, it is becoming 

a challenge for them to use the collected 

data in effective way. Following are the 

challenges while using Big data are, which 

are as follows: 

o Storing 

o Capturing 

o distribution 
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o Searching 

o Sharing 

o Transferring 

o Analyzing 

o Visualization 

5V's in Big Data 

Big data is defined by 5V's, which denotes 

to the volume, Variety, value, velocity, 

and veracity. These 5Vs are discussed 

hereunder: 

 
1. Volume (Huge volume of data) 
Data is the core of any technology, and the 

huge volume of data flow in the system 

makes it essential to employ a dynamic 

storage system. Nowadays, data is coming 

from countless sources such as social media 

sites, e-commerce platforms, new sites, 

financial transactions, etc., and it is 

becoming directed to store data in the most 

efficient manner. Although, with the 

passing of time, storage cost is slowly 

decreasing, thus permitting storage of 

collected data. The seriousness that the 

term big data owns is because of its volume. 

2. Variety (Different formats of data 

from many sources) 

Data can be structured as well as 

unstructured and comes from numerous 

sources. It can be audio, video, text, emails, 

transactions, and many more. Due to 

different formats of data, storing, 

managing, and organizing the data becomes 

a big challenge for any organizations. 

Though storing raw data is not tough but 

converting unstructured data into a 

structured format and making them 

available for business uses is practically 

complex for IT expertise. 

3. Velocity (velocity at which data is 

processed) 

Classification and sorting of data is very 

necessary to control data flows. Further, the 

superiority of processing data with great 

accuracy and speed is also necessary for 

storing, managing, and organizing data in 

an effective manner. Smart sensors, smart 

metering, and RFID tags make it essential 

to deal with huge data invasion in almost 

real-time. Sorting, assessing, and storing 

such deluges of data in a timely fashion 

become essential for majority of 

organizations. 

4. Veracity (Accuracy) 

In general, Veracity is the accuracy of data 

sets. But when it comes to Big data, it is not 

only limited to the accuracy of big data but 

also inform us how trustworthy is the data 

source. It also determines the reliability of 

data and how expressive it is for analysis. 

In one line, we can say Veracity is defined 

as the quality and consistency of data. 

5. Value (Meaningful data) 

Value in Big Data refers to the meaningful 

or helpfulness of stored data for your 

business. In big data, data is stored in 

structured as well as an unstructured 

format, but irrespective of its volume, 

usually, it is not meaningful. Hence, we 

need to transform it into a useful format for 

the business requirements of organizations. 

For e.g., data having missing or corrupt 

values, missing key structured elements, 

etc., are not useful for companies to offer 

better customer service, create marketing 

campaigns, etc. Hence, it leads to 

minimizing the revenue and profit in their 

businesses. 

Sources of data in Big Data 

Big data can be of numerous formats of 

data either in structured as well as 

unstructured form, and comes from 

different different sources. The main 

sources of big data are given hereunder: 

 Social Media 

Data is collected from different social 

media platforms such as Instagram, 

Facebook, Twitter, WhatsApp, etc. 

Although data collected from these 

platforms can be anything like text, audio, 

video, etc., the biggest challenge is to store, 
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manage and organize these data in an 

efficient way. 

 Online cloud platforms: 

There are different online cloud platforms, 

such as Amazon AWS, Microsoft Azure, 

Google Cloud, IBM cloud, etc., that are 

also used as a source of big data for 

machine learning. 

 Internet of things: 

The Internet of Things (IoT) is a platform 

that offers cloud facilities, alongwith data 

storage and processing through IoT. 

Currently, cloud-based ML models are 

becoming popular. It starts with raising 

input data from the client end and 

processing machine learning algorithms 

using an artificial neural network (ANN) 

over cloud servers and then returning with 

output to the client again. 

 Online Web pages: 

Currently, every second, thousands of web 

pages are created and uploaded over the 

internet. These web pages can be in the 

form of text, videos, images, pdf etc. 

Hence, these web pages are also a main 

source of big data. 

Machine Learning  

Machine Learning is one of the utmost 

crucial subsets of Artificial Intelligence in 

the computer science field. Machine 

learning means the study of automated data 

processing or decision-making algorithms 

that improve themselves automatically 

based on experience or past experience. 

It makes systems proficient of learning 

automatically and improves from 

experience without being explicitly 

programmed. The primary aim of a 

machine learning model is to progress 

computer programs that can access data and 

use it for learning purposes. 

With the rise in Big Data, Machine 

Learning has become a kingpin in solving 

problems in various areas such as: 

o Automation 

o Image recognition 

o Healthcare 

o Speech Recognition 

o Finance and Banking industry 

o Computational Biology 

o Energy production 

o Personal virtual assistance 

o Self-driven vehicle 

o Natural Language Processing 

(NLP) 

o Marketing and Trading 

o The education sector, etc. 

Difference between Big Data and 

Machine Learning 

With the increasing use of big data, the 

use of machine learning has also 

amplified in all industries. Differences 

between machine learning and big data 

is given hereunder: 

 

Machine Learning Big Data 

Machine Learning is used to predict the data for 

the future based on applied input and past 

experience. 

Big Data is defined as large or voluminous data 

that is difficult to store and also cannot be 

handled manually with traditional database 

systems. 

Machine Learning can be categorized mainly as 

supervised learning, unsupervised learning, 

semi-supervised learning, and reinforcement 

learning. 

Big Data can be categorized as structured, 

unstructured, and semi-structured data. 

It helps to analyze input datasets with the use 

of various algorithms. 

It helps in analyzing, storing, managing, and 

organizing a huge volume of unstructured data 

sets. 
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It uses tools such as Numpy, Pandas, Scikit 

Learn, TensorFlow, Keras. 

It uses tools such as Apache Hadoop, 

MongoDB. 

In machine learning, machines or systems learn 

from training data and are used to predict 

future results using various algorithms. 

Big data mainly deals in extracting raw data 

and looks for a pattern that helps to build 

strong decision-making ability. 

It works with limited dimensional data; hence it 

is relatively easier to recognize features. 

It works with high-dimensional data; hence it 

shows complexity in recognizing features. 

An ideal machine learning model does not 

require human intervention. 

It requires human intervention because it 

mainly deals with a huge amount of high-

dimensional data. 

It is useful for providing better customer 

service, product recommendations, personal 

virtual assistance, email spam filtering, 

automation, speech/text recognition, etc. 

It is also helpful in areas as diverse as stock 

marketing analysis, medicine & healthcare, 

agriculture, gambling, environmental 

protection, etc. 

The scope of machine learning is to make 

automated learning machines with improved 

quality of predictive analysis, faster decision 

making, cognitive analysis, more robust, etc. 

The scope of big data is very vast as it will not 

be just limited to handling voluminous data; 

instead, it will be used for optimizing the data 

stored in a structured format for enabling easy 

analysis. 

Convergence of Big data Machine 

Learning 

Big Data and Machine Learning are the 

growing technologies. The both 

technologies have their own advantages 

and aren't competing for concepts or 

mutually exclusive. Though, both are very 

crucial individually, when united, they 

provide the opportunity to achieve some 

incredible results. By considering 5V's in 

big data, machine learning models helps to 

deal with them and predict precise results. 

Similarly, while developing machine 

learning models, big data helps to extract 

high-quality data as well as quality learning 

methods by means of providing analytics 

teams. 

Many organizations, including Google, 

Amazon, IBM, Netflix, etc., have already 

discovered the power of big data analytics 

improved by machine learning. 

Machine Learning is a very crucial 

technology, and with big data, it has 

become more authoritative for data 

collection, data analysis, and data 

integration. All big organizations use 

machine learning algorithms for running 

their business efficiently. 

We can apply machine learning algorithms 

to all element of Big data operation, 

including: 

o Data Labelling and Segmentation 

o Data Analytics 

o Scenario Simulation 

In machine learning algorithms, we need 

numerous varieties of data for training a 

machine and predicting precise results. 

However, sometimes it becomes tough to 

manage these bulkified data. So, it becomes 

a challenge to manage and analyze Big 

Data. Also, this unstructured data is useless 

until it is well interpreted. Thus, to use 

information, there is a need for talent, 

algorithms, and computing infrastructure. 

Machine Learning enables machines or 

systems to learn from previous experience 

and use data received from big data, and 
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predict accurate results. Hence, this leads to 

generating better quality business 

operations and building improved customer 

relationship management. Big Data helps 

machine learning by offering a variety of 

data so machines can learn more or 

numerous samples or training data. 

In this way, businesses can attain their 

dreams and get the benefit of big data using 

machine learning algorithms. Though, for 

using the combination of machine learning 

and big data, companies need skilled data 

scientists. 

Process of application of Machine 

Learning in Big data 

Machine Learning offers efficient and 

automated tools for data gathering, 

analysis, and integration. In collaboration 

with cloud computing dominance, machine 

learning ingests agility into processing and 

integrates big amounts of data regardless of 

its source. 

Machine learning algorithms can be applied 

to all element of Big Data operation, 

including: 

o Data Segmentation 

o Data Analytics 

o Simulation 

All these phases are integrated to create the 

big picture out of Big Data with insights, 

patterns, which later get categorized and 

packaged into an understandable format. 

Conclusion 

Big data creates many challenges for 

traditional machine learning in terms of 

their scalability, adaptability, and usability, 

and presents novel prospects for inspiring 

transformative and unique machine 

learning solutions to cope up with many 

technical challenges and create real-world 

impacts. These opportunities and 

challenges serve as promising guidelines 

for future research in this area too. Machine 

learning and big data can be used together 

to learn machine learning models using the 

high quality of data from the enormous 

amount of unstructured as well as 

structured data. Big data and machine 

learning and provide amazing results so 

that organisations can achieve big results.  
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Abstract: The fake news on social media and various other media is wide spreading and is a matter of serious concern due 

to its ability to cause a lot of social and national damage with destructive impacts. This paper discussed models of machine 

learning that can successfully detect fake news. These models identify which news is real or fake and specify the accuracy 

of said news, even in a complex environment. After data-preprocessing and exploration, we applied three machine learning 

models; random forest classifier, logistic regression, and term frequency-inverse document frequency (TF-IDF) vectorizer. 

The dataset is applied to different algorithms in order to detect a fake news.  

Keywords: Fake News, Machine Learning, Deep Learning, Term-Frequency, Inverse Document Frequency. 

. 

2. INTRODUCTION
 

 Fake news is fabricated news that is 

completely unreal. There is no truth behind the 

fake news, and it is verifiably false. This kind of 

information disorder is indigenous and exists 

from the time of world wars and earlier. It is 

difficult to create fake news which cannot be 

deciphered easily. Therefore, creators reform the 

existing fake news, which makes it look like 

genuine news [1, 2]. 

A huge amount of Fake news on the internet or 

social media has created a serious problem for 

society. Fake news may be present in the form of 

text, image, audio, and video. Fakester modifies 

these types of information to mislead the people. 

Via web-based networking media, the vast 

majority of the clients do not check the data and 

proliferate it. Online life conveys a large portion 

of the phony news on specific points, e.g., 

governmental issues, famous people, and item 

advancements [3]. 

Fake news is one of the biggest cause of lot of 

trouble in digital connected world. It is defined as 

a subject including news, data, report and 

information that wholly or partly false. The 

impact of fake news from personnel until society 

is huge and no longer limit to conflict. It is a 

wildfire and will influence many people in every 

day. Fakes news created a threaten to country’s 

security, economy, prosperity and individual. 

People might do not aware how fake news could 

impact to matter surrounding them on how to 

handle when it happens. Billions of articles 

created every day on the web, people might be the 

helping hand by spreading this news without 

knowing this news is real or fake. A simple action 

has become a serious issue if there is no control 

gate to prevent fake news stories being spread 

aggressively. [4] 

3. METHODOLOGY 

 To find patterns in Fake News, first news 

needs to be collected and labeled. Both Fake 

News and legitimate news needs to be 

represented in roughly equal amounts. This is to 

avoid the frequency of Fake News in the dataset 

being used as a determining factor in classifying. 

Having good data is essential producing valid 

results. Good data in this context is data that is 

representative of the real world and is 

generalizable. The reasoning behind using these 

additional tests is to make sure we are detecting 

Fake News and not some other pattern of the 

ISOT dataset, such as a style of a particular news 

organization. Each article labeled as Real in the 

ISOT dataset was collected from Reuters; all 

articles their started with the word “Reuters”. 

This pattern could easily be picked up by humans 

and machines alike. To avoid this issue the 

beginning “Reuters” phrase was removed from 

each article. [5] 
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In the study carried out natural language 

processing (PLN) is used as a Python 

computational tool; This programming language 

uses different libraries and platforms, among 

them its PANDAS natural language processing 

library (Python Data Analysis Library) which is 

an open source library with BSD license that 

provides data structures and data analysis tools. 

Additionally, NLTK was used, which is a set of 

libraries and programs oriented to natural 

language processing and Scikit-learn which is a 

specialized machine learning library for 

classification, regression and clustering. The 

three libraries mentioned above have been 

designed to operate in conjunction with the other 

Numpy and Scipy libraries which were also 

included in the program.So once having the 

dataset, the methodology consisted of three 

fundamental stages; the pre-processing that 

involved transforming the dataset from a .csv file 

to a Python object belonging to Pandas; a data 

frame to be able to deal with it efficiently. 

Subsequently, for processing, the data was 

changed so that the first half of the data with false 

label and the second half with a true label were 

not simply what would cause impartiality when 

applying the machine learning methods. Once 

this is done, groups of data are taken to make 

training and test sets with which tokenisation 

algorithms are executed so that the result is 

processed by the Multinomial Naive Bayes 

algorithm of the Scikit-Learn package and finally 

an array was made in analysis. of confusion to 

make analysis of the results obtained in Fig.1. 

 

Fig 1: Raising a Model for Fake News Detection 

Using Machine Learning in Python 

 There are many algorithms which are 

used for detection of fake news in this research 

paper. The main algorithm is Fake News Detector 

in which for every input link to an article displays 

information about the content, title, date and 

author by calling other sub-algorithms. All these 

sub-algorithms are self-explanatory [6].  

2.2Algorithm 1 Fake News Detector 

Input: Web link to a news article.  

Output: (1) Author: name/website.  

(2) Title: clickbait/non-clickbait.  

(3) Date: the most similar news title in the 

respective publication date.  

(4) Content: fake/real.  

Step 1. Verify if the introduced link is trusted

 or not using 

http://www.opensources.co lists.  

Step 2. If the introduced link is classified as 

trusted then go to Step 3. Else, print a 

classification tag (fake, bias, etc.).  

Step 3. Parse the HTML source code of the 

introduced link using Algorithm 2 and extract the 

following information from the web page: 1) 

Author of the article. 2) Publication date of the 

article. 3) Title of the article. 4) Content of the 

article.  

Step 4. • Analyze the author using Algorithm 2; 

if the author name is missing then consider the 

website which published the article as an author. 

• Analyze the title, respectively content, using 

Algorithm 3; verify if the extracted title is 



 

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 
 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 684 

 
 

clickbait/non-clickbait, respectively if the content 

is fake or real using machine learning and print 

clickbait/non-clickbait or fake/real accordingly. • 

Analyze the date using Algorithm 4; use the 

extracted publication date to check the news titles 

that actually happened in the respective date.  

2.3Algorithm 2 Web Link Parsing 

Input: Web Link to a news article. 

Output: (1) The author of the article.  

(2) The publication date of the article.  

(3) The title of the article.  

(4) The content of the article.  

Step 1. Open the web link and get the HTML 

source code.  

Step 2. Extract the title of the article.  

Step 3. Extract the content of the article.  

Step 4. Extract the publication date of the article.  

Step 5. Extract the author of the article. If exists, 

then print the author. Else, print the website 

domain name 

2.4 Algorithm 3 Analyze Article Content/ Title 

Input: The article content/title 

Output: fake/real or clickbait/non-clickbait Step 

1. Read the dataset with fake and real news or 

with clickbait/non-clickbait titles and split it into 

train and test sets.  

Step 2. Build the text representation model (Bag-

of-Words, Term Frequency-Inverse Document 

Frequency, Bi-gram) from the train and test data.  

Step 3. Fit the train data to machine learning 

classifiers: (1) Naïve Bayes (Probabilistic 

classifier),(2) Linear support vector machine 

(Linear classifier).  

Step 4. Predict the label (fake/real) of the article 

content  or the label (clickbait/nonclickbait) of 

the article title using the machine learning 

classifiers.  

Step 5. Use the test data from Step 1 to calculate 

the accuracy score for the machine learning 

classifiers. 

2.4Algorithm 4 Analyze Publication Date  

Input: The article publication date. 

Output: News title with highest score similarity.  

Step 1. If the date respects the ISO 8601 date 

format (yyyy-mm-dd or yyyy-mm-

ddThh:mm:ss) then go to Step 3. Else go to Step 

2.  

Step 2. Transform the extracted date to the ISO 

8601 date format.  

Step 3. Get the list of news titles that happened in 

the respective date by sending a web request to 

https://www.newsapi.org.  

Step 4. Build text representation model (Term 

Frequency Inverse Document Frequency) from 

the extracted title and the list of received titles 

from newsapi.  

Step 5. Use the Cosine Similarity approach to 

find the title which is the most similar to the 

extracted title.  

Step 6. Print the extracted title, the other similar 

title and the similarity score.     [7] 

TF-IDF Vectorizer: 

A python library known as Scikit learn 

can be applied. This library is useful when 

performing any task with the TF-IDF vectorizer 

model. This method includes TF-IDF vectors that 

represent a term’s relative significance in the 

record or as a whole. The next factor of this 

method is that term frequency is very important 

(TF). It represents the frequency of a word 

occurring in the dataset (we determined the word 

frequency in an article when undergoing data 

exploration). 

The formula for finding the TF is shown 

in equation (1):  

TF (t, d) =   No. of times t occurs in a document 

‘d’ 

                  Total word count of document‘d’                 

The next thing that needs to be determind 

to ensure that the the model works properly is the 

IDF, which stands for inverse document 

frequency. It is used to measure how notable a 

term is in the entire dataset. The formula for IDF 

is shown in equation (2): 

IDF (t) =      loge (Total number of document) 

             Number of documents with the term t in 

it 

The next thing that should be determined 

is the TF-IDF. The TF-IDF is equal to the inverse 

document frequency integrated into term 

frequency, the formula of which is shown in 

equation(3) :  

TF-IDF(t,d) =TF(t,d)* IDF(t) 
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3. COMPARISON OF ALGORITHM 

4. CONCLUSION 

In this review paper, we had seen an 

attempt to verify the various fake news which can 

create a major bad impact on the social life of 

people as after studying the fake news or rumors 

people can take that topic on a large scale and can 

lead to certain problems in their life. The 

problems of fake news and disinformation play 

an important role on nowadays life. This is 

because the advanced level of technology and 

communication methods we have enabled 

information spreading among people without any 

verification. 

In this research paper, many algorithms 

are given which can be useful for the accurate 

results that can decrease the any upcoming 

serious fake news. As future work, to achieve a 

higher accuracy, we will have to implement a 

more sophisticated algorithm which may use data 

mining technologies with big data, because 

creating a big dataset including more types of 

news articles with more class variables (labels) 

will help raising the accuracy score. 
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Abstract: An emerging trend is to use data lakes to collect a huge amount of data from various sources i.e. 

semi-structured data, structure data, unstructured data, conversational data, sensor data, photos, videos, 

social networks data, open data, and webpages. Managing these data is one of the most serious problem faced 

today in data lake it brings many challenges for its adoption. A data lake can support the self-service data 

practices. My  paper  will  present  the  flaws in present data  lake era ,  and  proposed some suggestions  to 

manage batter data, collected from these sources. 

Keyword: Data lake, Data Ingestion, Data Lakes Security, Data Pipelines Processing 

 

Introduction  

Data lakes are schema-less, thus they 

can be used to store raw data potentially in 

every format (e.g. relational data, texts, 

logs, images, semi-structured, 

structure,unstructured, sensor data, videos, 

social networks data, etc.), without any pre-

processing.A data lake is a storage 

repository that holds a vast amount of raw 

data in its native format until it is needed 

for analytics applications. 

While some of the data in a lake is 

important for data analysis and will be 

extracted, transformed, and loaded into 

existing DBMS or data warehouses, some 

of it may be exclusively consumed by 

programming environments to perform 

specific data analysis tasks. Even though 

some of this data is not destined for 

traditional data management systems, there 

are still many open and fascinating data 

management research problems. 

 

Fig.8: Data Lake [2] 

An emerging trend is to use data 

lakes to collect a huge amount of data and 

documents, exploiting the modern storage 

techniques. Data lakes are schema-less, 

thus they can be used to store raw data 

potentially in every format (e.g. relational 

data, texts, logs, images, external APIs, 

streaming data, etc.), without any pre-

processing. This is made possible by a 

complex functional architecture (shown in 

Figure 1), composed of severalcomponents 

which are responsible, among others, for 

data cleaning, data discovery, data 

integration, and data catalog processes. 

Many approaches can be exploited to 

ensure proper integration of data and 

concepts, often leveraging and refining 

ontologies to create a mapping between 

concepts that are expressed in different 

datasets ingested by the data lake. This 

article focusses some of the data ingestion 

flows in present system so the performance 

of data ingestion is get increases   

Ascertain Flaws of Data Lake 

Management 

Data Ingestion: 

Now a day’s data ingestion is 

essential part ofdata lakes.Obtaining and 

processing large volumes of data from 

various sources can be a complex process, 

which is where data ingestion comes in. 

Data ingestion involves importing data 

from various sources into a data storage 

system or database to make data-driven 

decisions.Massive volumes of data is 

generated regularly from apps, IoT devices, 
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social networks, user events, etc. This data 

is stored & maintained in separate systems 

from which you have to extract it and load 

it into a destination or a staging area. 

 

Fig. 9: Data Ingestion [3] 

 Maintaining data quality: during the 

data ingestion process can be a 

significant challenge for organizations. 

Data quality refers to the accuracy, 

completeness, and consistency of data, 

and it is essential for ensuring that data 

is useful and meaningful. Poor data 

quality can lead to incorrect insights 

and decision-making, which can have 

negative impacts on a business. 

 Data Analysis: Data from different 

sources with limited bandwidth [1] ,it 

needs to be done with high degree of 

parallelism and low latency. This 

means that ingestion does not perform 

any deep analysis of the downloaded 

data.  

 Data inconsistencies: Data from 

different sources may be formatted or 

structured differently, which can make 

it difficult to integrate the data. This 

can lead to inconsistencies and errors in 

the data. 

 Data completeness: Data may be 

missing or incomplete, which can 

impact the accuracy and usefulness of 

the data. 

 Data accuracy: Data may be incorrect 

or out of date, which can lead to 

incorrect insights and decision-making. 

Data Pipelines Processing[4] 

A data pipeline is a series of data 

processing steps. If the data is not 

currently loaded into the data platform, 

then it is ingested at the beginning of the 

pipeline. Then there are a series of steps 

in which each step delivers an output that 

is the input to the next step. This 

continues until the pipeline is complete. 

 

Fig. 10: Data Pipelines [8] 

Integrating new data sources: Format of 

the data produced by the source might not 

be compatible with the data pipeline 

standards. Addition of the new source may 

introduce overhead on the data handling 

capability of the pipeline. 

Missing data files: [9] Data files can be 

lost completely or partially during the 

transmission from one node to another. 

Missing data files are only detected at the 

end of the data pipeline and in some cases, 

this results in poor quality data products. 

All the use cases experience the challenge 

of missing data files at different stages of 

data pipelines and one of the practitioners 

Operational errors: [9] Data pipelines 

encounter operational errors which 

hampers the overall functioning. 

Operational errors are very common in 

non-automated data pipelines. Some parts 

of the data pipelines cannot be completely 

automated. Human errors at these steps are 

the reasons for operational errors 

Data Lakes Security 

Securing data lakes has many 

challenges due to the special nature of the 

data lake technology, it’s usage within the 

organization, and the technical 

implementation details. Failure to secure 

data lakes could lead to potential losses 

both financially and intellectually. 

Late Processing: [5] A data ingestion tool 

can help clean, process, and properly place 

data. Using a data ingestion tool can 

prevent many of the issues that may arise in 
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the creation and maintenance of data 

pipelines, as it automates many of the tasks 

that would typically be done manually. 

There is a security angle related to 

Big Data collection.  This is a major 

obstacle preventing companies from taking 

full advantage of Data lake Analysis 

Open Accesses:[9] One of the drivers for 

enterprise data lakes is the value added for 

business analysts and planners by 

eliminating all data silos within the same 

enterprise by creating one source that 

contains all kinds of business data coming 

from all organizations and departments. On 

the other hand, there is a risk on having 

restricted or highly classified business data 

accessed by people who’s not supposed to. 

Proposed solutions to eliminate the 

Flaws in Data Lake 

Data Ingestion 

- Apply shallow data sketches on the 

downloaded contents and its metadata (if 

available) to maintain a basic organization 

of the ingested datasets. Simple data 

sketches (such as checksums) can also be 

used for duplicate detection and multi-

versioning of evolving datasets 

- A data ingestion tool can help clean, 

process, and properly place data. Using a 

data ingestion tool can prevent many of the 

issues that may arise in the creation and 

maintenance of data pipelines, as it 

automates many of the tasks that would 

typically be done manually. 

Data Pipelines Processing:  

- The data pipeline needs to be 

monitored continuously for change in data 

distributions and data shifts. Besides, data 

pipelines should be updated frequently by 

changing the business logic according to 

the changes in data sources. 

- With data pipelines, users can 

access data from any point of the data 

pipeline if they have necessary 

permissions. This eliminates repeated 

collection and storage of the same data by 

multiple teams. 

- CLAMS loads heterogeneous raw 

data sources in a unified data model and 

enforces quality constraints on this model. 

An interesting opportunity in lake 

datamissing is leveraging lake’s wisdom 

and performing collective data cleaning 

- Fault detection mechanism can 

identify the exact point of disappearance 

Data Lakes Security 

- Open Accesses :Applying 

authorizationgranting different access 

permissions to different users to access 

specific and/or perform specific tasks. In 

the context of data lakes, however, this 

need to be carefully planned and executed 

in order to avoid ending up with data silos 

all over again and consequently diminish 

the value of having and enterprise Data 

Lake. 

- Late Processing:  Derive Metadata 

at on boarding (loading) time. Create the 

analytical model on the data sources 

(automate the creation process). Extend 

data management processing and strategies 

to all data. Data analytics should be able to 

apply at anywhere in the data pipeline. 

Modernize the data integration 

infrastructure. 

Conclusions 

The purpose and contribution of this 

paper is to explore the some important 

flows in Data Lake. The Data Ingestion 

challenges are categorized as Maintaining 

data quality, Data Analysis, Data 

inconsistencies, Data completeness, Data 

accuracy Data Pipelines  Processing  

challenges are categorised asIntegrating 

new data sources, Missing data files, 

Operational errors and Data Lakes Security 

challenges as Open Accesses, Late 

Processing. We listed and building some 

suggestion to help researchers and business 

which is working with Big data platform to 

choose the best solutions according to their 

needs. 
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Abstract: Time series analysis is a statistical method that has been widely used in various fields, such as economics, 

finance, meterology, and engineering. it envolves analyzing and modelling the behaviour of a time-dependent variable 

over time to predict future values .Time series data are often complex and traditional statistical methods may not be 

effective in capturing their patterns and trends. Thus, various techniques have been developed to analyze and model 

time series data .This research paper aims to implement time series analysis on a specific dataset and investigate its 

predictive power. The study starts by exploring the properties of the time series data, including stationarity, seasonality, 

and trend. Then various time series model are developed and compared to select the best-fit model for the data.The 

performance of the selected model is evaluated using various metrics.In this paper we are discussing in detail all the 

methods and tools are available for the performing time series analysis by the available literature survey. We can 

conclude that ARIMA model is a best model, this model is most powerful model used in time series analysis. 

Keywords: Time series analysis, ARIMA, stationarity, seasonality, trend, best-fit model, forecasting. 
 

I. Introduction: 

Time series analysis is a statistical technique used 

to analyze data that is collected over time. It 

involves the use of mathematical models and 

statistical methods to analyze trends, pattern, and 

relationships in time - dependent data. Time series 

data is used in various fields, including economics, 

finance, engineering, and the natural sciences, to 

understand and forecast future trends and 

patterns.Time series analysis has a long history, 

dating back to the early 19th century when the 

French mathematician Pierre-Simon Laplace 

developed a method for analyzing astronomical 

data. Since then, the field has evolved and 

developed a variety of statistical methods, including 

ARIMA models, Exponential model, and fourier 

analysis [1]. 

1.1 What Is Time Series Analysis? 

Time-series analysis is a method of analyzing a 

collection of data points over a period of time. 

Instead of recording data points intermittently or 

randomly, time series analysts record data points at 

consistent intervals over a set period of time.While 

time-series data is information gathered over time, 

various types of information describe how and 

when that information was gathered. [2] 

1.2 Component of time series analysis 

Given the discrete nature of time series, the data is 

often taken from discrete time periods. Here are the 

4 major components: 

i. Trend component 

ii. Seasonal component 

iii. iii. Cyclical component 

iv. iv. Irregular component 

i. Trend component:  

This is useful in predicting future 

movements. Over a long period of time, the 

trend shows whether  

the data tends to increase or decrease. The 

term “trend” refers to an average, long-

term, smooth tendency. Not all increases or 

decreases have to occur simultaneously. 

Different sections of time show varying 

tendencies in terms of trends that are 

increasing, decreasing, or stable.  There 
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must, however, be an overall upward, 

downward, or stable trend. 

ii. Seasonal component:  

The seasonal component of a time series is 

the variation in some variable due to some 

predetermined patterns in its behavior. This 

definition can be used for any type of time 

series including individual commodity 

price quotes, interest rates, exchange rates, 

stock prices, and so on.Inmany 

applications, seasonal components can be 

represented by simple regression equations. 

This approach is sometimes referred to as a 

“seasonalized regression” or a “bimodal 

regression” 

iii. Cyclical component:  

The cyclical component in a time series is 

the part of the movement in the variable 

which can be explained by other cyclical 

movements in the economy in other words, 

this term gives information about seasonal 

patterns. It is also called the long-period 

(LP) effect or boom-bust process. For 

example, during recessions, business cycles 

are usually characterized by slower growth 

rates than before the recession started. 

iv. Definition of irregular component: 
The irregular component is the part of the 

movement in the variable which cannot be 

explained by cyclical movements in the 

economy.In other words, this term gives 

information about non-seasonal 

patterns.This term refers to changes that are 

not cyclical. These include boom-bust 

processes, permanent changes in the long-

term trend of a variable, or “not seasonally 

adjusted” information which is not 

normally found in national income and 

product accounts (such as depreciation, 

research and development expenditures, 

and agricultural subsidies).[2] 

Fig.1 The origin time series decomposes 

into its Trend, seasonal and irregular 

components. 

II. Literature review: 

Alok Kumar Sahai et al. [3] forecasted 

COVID19 cases for five countries Russia, 

Brazil, USA, Spain and India. Dataset for 

the study is taken from the worldometers. 

Mean Absolute Deviation (MAD) and 

Mean Absolute Percentage Error (MAPE) 

were considered as performance measures.  

Vasilis Z. Marmarelis et al. [4] worked on 

a dataset made available by John Hopkins 

University. The author forecasted the total 

number of infection cases using the Riccati 

Modules (RM) model. 

Andi Sulasikin et al.[5] predicted the 

COVID19 cases using the data set available 

at Jakarta website 

(https://corona.jakarta.go.id/id). The author 

considered three methods viz. Holt’s 

method, Holt-Winters method and ARIMA 

for the prediction. Author reported the 

ARIMA model as the best one among 

others. Mean Squared Error (MSE) and 

Root Mean Squared Error (RMSE) were 

used as the evaluation parameters. 

Hossain and Abdulla [6] perFormed time 

series analysis on secondary data of yearly 

jute Production in Bangladesh over the 

period of 1972 to 2013.The Purpose of the 

work was to identify the Autoregressive 

InteGrated Moving Average (ARIMA) 

model for forecasting the Production of jute 

in Bangladesh. Davies et al. 

III. Methods 

3.1. Exponential smoothing  

It is a strategy to constantly change a 

statistic, generally average, in the light of 

later experience. It relegates dramatically 

diminishing loads as the perceptions get 

more seasoned. As such, ongoing 

perceptions are given moderately more 

weight in determining than the more 

seasoned perceptions [7]. 

(a) Single exponential smoothing 

Single exponential smoothing is a popular 

method in time series analysis for 

forecasting future values based on past 

observations. The method works by 

assigning a weight to each observation in 

the time series, with more recent 

observations being given greater weight 
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than older ones. The weighted average of 

the observations is then used as the forecast 

for the next time period 

The basic formula for single exponential 

smoothing is: 

Ft+1 = α * At + (1 – α) * Ft   (1) 

Where Ft+1 is the forecast for the next time 

period, At is the actual observation for the 

current time period, Ft is the forecast for the 

current time period, and α is the smoothing 

parameter (0 < α < 1).The value of α 

determines how much weight is given to the 

most recent observation. A larger value of 

α means that more weight is given to the 

most recent observation, resulting in a 

forecast that responds quickly to changes in 

the time series[7].  

(b)  Double exponential smoothing 

Double exponential smoothing, also known 

as Holt’s method, is an extension of single 

exponential smoothing that takes into 

account both the level and trend of a time 

series. It is a popular method for forecasting 

time series data that exhibit a linear 

trend.The method works by assigning 

weights to both the level and the trend, with 

more recent values being given greater 

weight than older ones. 

The formula for double exponential 

smoothing is: 

Ft+1 = Lt + Tt 

Lt = α * At + (1 – α) * (Lt-1 + Tt-1)   (2) 

Tt = β * (Lt – Lt-1) + (1 – β) * Tt-1   (3) 

where Ft+1 is the forecast for the next time 

period, Lt is the level at time t, Tt is the 

trend at time t, At is the actual observation 

at time t, α is the smoothing parameter for 

the level, and β is the smoothing parameter 

for the trend[7]. 

fig.2    Prediction using double exponential 

smoothing[7] 

(c)  Triple exponential smoothing 

Triple exponential smoothing, also known 

as Holt-Winters’ method, is an extension of 

double exponential smoothing that takes 

into account both the level, trend, and 

seasonality of a time series. It is a popular 

method for forecasting time series data that 

exhibit a seasonal pattern. The basic idea 

behind triple exponential smoothing is to 

use three smoothing parameters, one for the 

level, one for the trend, and one for the 

seasonality. 

3.2. Autoregressive Integrated Moving 

Average (ARIMA)  

ARIMA (Autoregressive Integrated 

Moving Average) is a widely used method 

for time series analysis and forecasting. 

ARIMA models capture the relationship 

between a time series and its past values, as 

well as the errors in the model. 

ARIMA models are composed of three 

components: 

Autoregression (AR): AR models use past 

values of the time series to predict future 

values. An AR(p) model uses p past values 

of the time series to predict the next 

value.Moving Average (MA): MA models 

use past error terms (the difference between 

actual and predicted values) to predict 

future values. An MA(q) model uses q past 

error terms to predict the next value. 

Integration (I): The integration 

component involves differencing the time 

series to make it stationary. Stationary time 

series have constant mean and variance 

over time and are easier to model and 

forecast. 

An ARIMA (p, d, q) model combines the 

AR, MA, and I components. The p 

parameter represents the number of 

autoregressive terms, the d parameter 

represents the degree of differencing 

required to make the time series stationary, 

and the q parameter represents the number 

of moving average terms. ARIMA models 
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can handle time series with trends and 

seasonality, and can be used to make short-

term and long-term forecasts. ARIMA 

models are widely implemented in software 

packages such as R, SAS, and MATLAB, 

python [8]. 

 

Fig.3: Prediction using ARIMA model[8] 

3.3. Wavelet analysis 

Wavelet analysis is a time-frequency 

analysis technique that can be used to 

decompose a time series into different 

frequency components. The technique is 

based on the wavelet transform, which 

involves convolving the time series with a 

set of wavelet functions that vary in scale 

and frequency.The wavelet transform 

decomposes the time series into a set of 

wavelet coefficients at different scales and 

positions. The wavelet coefficients can be 

used to reconstruct the time series or to 

analyze the different frequency 

components of the time series.Wavelet 

analysis can be useful for detecting and 

analyzing patterns in time series data that 

vary over different time scales. The 

technique can be applied to a wide range of 

time series data, including non-stationary 

and non-linear data. 

IV. Conclusion 
Time series analysis is a powerful tool for 

analyzing and predicting data that changes 

over time. It involves the examination of 

patterns, trends, and relationships in time 

series data to identify underlying patterns 

and make predictions about future values. 
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Abstract: 3D face recognition system has the potential to achieve better results than two-dimensional (2D) 

face recognition. The advantages of 3D face recognition over 2D face recognitions, such as the natural 

recognition process and a wide range of applications. In the dim lights and with variant facial positions, fisher 

faces, Eigen faces could accurately recognize using 3D face recognition system.  This review presents a state-

of-the-art for 3DFR covering modern methodology, focusing on the techniques used in face detection, feature 

extraction, classification as well as the techniques are summarized in terms of accuracy, complexity and 

robustness to face variation (expression, pose and occlusions, etc).  

Keyword: Face Recognition, 2D face recognition (2DFR), 3D face recognition (3DFR), feature extraction. 

 
1. INTRODUCTION 

Face recognition system is the technique in 

which the identity of a human being can be 

identified using one’s individual face. Such 

kind of systems can be used in photos, 

videos, or in real time machines. Face 

recognition in a broad sense includes related 

technologies for building a face recognition 

system. It includes face detection, face 

position, identity recognition, image 

preprocessing, etc. Face detection algorithm 

is to find out the coordinate system of all 

faces in one image. Face recognition in a 

broad sense includes related technologies for 

building a face recognition system. It 

includes face detection, face position, 

identity recognition, image preprocessing, 

etc. Face detection algorithm is to find out 

the coordinate system of all faces in one 

image[1]. 

The accuracy of 2D face recognition has 

been greatly enhanced especially after the 

emergence of deep learning. However, these 

techniques are still challenged by the 

intrinsic limitations of 2D images, such as 

illumination, pose, expression, occlusion, 

disguise, time delay and image quality [2]. 

3D face recognition may outperform 2D face 

recognition [3] with greater recognition 

accuracy and robustness, as it is less sensitive 

to pose, illumination, and expression [4]. 

Therefore 3D face recognition system has 

become an active research topic in recent 

years. In 3D face recognition, 3D face 

models are normally used for training and 

testing purposes. Compared with 2D images, 

3D face models contain more shape 

information.3D model is relatively 

unchanged in terms of scaling, rotation, and 

illumination [5].  

One of the main challenges of 3D face 

recognition is the acquisition of 3D images 

as it cannot be accomplished by crawling the 

web like how 2D face images are collected. 

According to the technologies used, it can be 

broadly divided into active acquisition and 

passive acquisition [6]. In recent years, the 

researchers began the work on the 

recognition of human faces using on Android 

[1]. 

2. LITERATURE SURVEY 

The relevant surveys conducted by different 

researchers from different perspectives. In 

2006, Bowyer et al. [4] reviewed the research 

trends in 3D face recognition. Abate al. [7] 

summarized the associated literature up to 

year 2007. Smeets et al. (2012) [8] studied 

various algorithms for expression invariant 

3D face recognition and evaluated the 

complexity of existing 3D face databases. 

Followed by that, Zhou et al. [2] categorized 

face recognition algorithms into single-

modal and multi-modal ones in 2014. Patil et 
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al. (2015) [9] studied the 3D face recognition 

techniques that comprehensively covered the 

conventional methods.  

Recently, H. Patil et al. [9] and S. Zhou and 

S. Xiao [6] both presented a review of the 3D 

face recognition algorithms, but only a few 

deep learning based methods were covered. 

[11] and [12] reviewed the deep learning-

based face recognition methods in 2018, but 

the focus was mainly on 2D face recognition. 

In this paper, we focus on 3D face 

recognition. 

After the comparisons with the existing 

literature, the main contributions of our work 

are summarized as the paper 

comprehensively covers methods for 3D face 

recognition. It covers the latest and most 

advanced development in 3D face 

recognition. 

Before the actual process of recognition is 

necessary to create image galleries from the 

perspective of facial recognition, the gallery 

is a set of models serving as a reference for 

bio-metric matching process [13]. The 

following are the stages of facial recognition:   

 The image capture is performed using a 

video or photo camera. The camera that 

is used to capture the image is more 

powerful so the recognition will be 

much more accurate.  

 The face detection is usually a fairly 

complex process because an image has 

a most always a background or other 

faces. Thus, the system will try the 

standardization of the photo so it has the 

same characteristics as previously 

stored images in the gallery.  

 The extraction of features and the 

generation of a model is a mathematical 

representation named biometric 

reference that will be the recognition 

substance.  

 Comparing the models is the process by 

which the biometric reference is 

compared to the other models of 

familiar faces in the gallery.  

3. FACE RECOGNITION 

Face recognition has been a specialty of 

human vision: Something humans are so 

good at that even a days-old baby can track 

and recognize faces. Computer vision has 

long strived to imitate the success of human 

vision and in most cases has come nowhere 

near its performance. 

 

Fig.1: General Face Recognition System [6] 

3.1 2D Face Recognition: Every face or 

image that we can see is in its 2-dimensional 

form. There are many different technologies 

available today to uniquely identify a 

person’s identity. Many of which like 

Password/PIN known as Personal 

Identification Number systems are the most 

common in practice today. However these 

systems have their own intrinsic drawbacks 

Passwords can be forgotten and worse if they 

are lost or stolen, person identity can be 

misused by somebody else.In order to 

overcome these problems there has been a 

considerable interest in "biometric”[14]. 

Some of the methods are fingerprints and 

retina and iris recognition. But these are 

obtrusive and expensive. 2D face recognition 

has a natural place in the present and the 

future environment because it’s unobtrusive 

and passive in nature [13]. It does not restrict 

the movements of an individual during 

recognition. 2D face recognition gives best 

result.image is frontal and effect of 

illumination is negligible.If image is in 

profile view i.e., Image is rotated more than 

20(degrees) then the recognition rate falls 

considerably. 2-D face recognition algorithm 

are also prone to illumination effect and 

recognition rate below threshold value.Depth 

information is one of the most important 

parameters which mostly concern about eye, 

nose etc. detection and recognition. We 
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cannot realize depth information and is 

simply ignored in 2-D view [15]. 

3.2 3D Face Recognition: 

A newly emerging trend, claimed to achieve 

previously unseen accuracies, is 3D. This 

technique uses 3-D sensors to capture 

information about the shape of a face.[8] This 

information is then used to identify 

distinctive features on the surface of a face, 

such as the contour of the eye sockets, nose, 

and chin. One advantage of 3-D facial 

recognition is that it is not affected by 

changes in lighting like other techniques. It 

can also identify a face from a range of 

viewing angles, including a profile 

view.Even a perfect 3D matching technique 

could be sensitive to expressions. For that 

goal a group at the Techno applied tools from 

metric geometry to treat expressions as 

isometric.  

One advantage of 3-D facial recognition is 

that it is not affected by changes in lighting 

like other techniques. It can also identify a 

face from a range of viewing angles, 

including a profile view. Our goal at the end 

of the project is to develop 3D Human Face 

Recognition software which works 

efficiently and is simple to understand [15]. 

4. METHODOLOGY  

4.1 Face Recognition Algorithm 

Viola Jones algorithm is named after two 

computer vision researchers who proposed 

the method in 2001, Paul Viola and Michael 

Jones in their paper, “Rapid Object Detection 

using a Boosted Cascade of Simple 

Features”. Despite being an outdated 

framework, Viola-Jones is quite powerful, 

and its application has proven to be 

exceptionally notable in real-time face 

detection. This algorithm is painfully slow to 

train but can detect faces in real-time with 

impressive speed [16]. 

 

Fig.2: Face detection methodology [17] 

The earlier researcher proposed system 

presents an efficient algorithm for detecting 

and recognizing a human face from live 

video by applying the Viola–Jones algorithm 

using python. The flow chart for the 

proposed software system is as shown in 

Figure 2. 

Inputs and outputs : The first step will get 

video inputs and frames in the right formats; 

the video feed must be transferred from the 

camera into the frame using the statement ( 

camera =VideoCamera()) by taking 20 

pictures for every face detection by using the 

function(cv2.namedWindow) to create 

window that can be used placeholder for 

images and track barsDetecting faces from a 

live video feed This step would involve using 

the Viola–Jones object detection framework 

used to provide competitive object detection 

rates in real-time proposed in 2001 by Paul 

Viola and Michael Jones [16].  

Normalizing images: To get the most out of 

the images detected, we need to perform 

some operations to normalize the images 

from the videos. First, a rectangle cuts 

around the face to get the most of the face 

while reducing background noise as shown 

below. The picture is converted to grayscale 

with the complete grayscale spectrum, [0-

255], used tonormalize the image attributes 

in terms of color, size, and intensity, the 

intensity is also enhanced. Finally, our 

pictures are taken to a particular size. 

Building the database: This would involve 

storing images from different persons in a 

database. In which each image will take a 

name ‘’as a label’’ to recognize the 

authentication persons. Imports OpenCV is a 
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library in python which is an open-source 

vision and machine learning software. The 

library includes a comprehensive set of 

robust algorithms. For this scenario, some 

algorithms we’ll consider include detecting 

faces, recognizing faces, and finding similar 

images from an image database.It has 

support for many programming languages 

and can run on many operating system 

platforms. The other libraries will be 

employed in the proposed software system to 

gate a suitable development such as Numpy, 

matplotlib, math, IPython, and some other 

custom classes and functions useful for the 

program. 

Video inputs and frames: The built-in 

camera in a normal computer system will be 

used to stream videos to the proposed 

system. The web camera is instantiated by 

calling the Video Capture () method. The 

quality of the video depends on the resolution 

(in megapixels) of the camera we are using. 

The video feed is displayed in an external 

window. To get pictures, the video is split 

into frames; the consecutive presentation of 

frames constitutes the video.Each frame in 

which the video is split into is a Numpy array 

and can plot using the matplotlib library. 

OpenCV, by default, deals with videos and 

pictures in BGR format[18]. For consistency, 

we convert the videos and pictures to RGB.  

The Table 1. Shows that by using 

cv2.imread() to read the image (load from 

live video) in the file type .jpg, or .png, all 

the image file will be in RGB (red, green, 

blow) all the image file will read as numpy 

array form depending on OpenCV library, in 

this steep every image must be in the order of 

colors is BGR (blue, green, red), because the 

images reading by using OpenCV library, on 

the other hand by using cv2.imwrite() to 

write (save) the image in different types of 

files, all the image file will save in the RGB 

(red, green, blow).  

Table 1: OpenCV read and write [18] 
Image 

File 

 Numpy 
array 

 Image 
File 

.jpg 
.png, 
etc 

cv2. 
imread() 

Numpy 
array 

cv2. 
imwrite() 

.jpg 
.png, 
etc 

RGB  BGR  RGB 

Reading and writing images: The proposed 

system can read or write the frames to file 

with the cv2.imread and cv2.imwrite 

functions respectively , these values below 

indicate the modes in which the proposed 

system can read the images. 

➔ 1 = cv2.IMREAD_COLOR  

➔ 0 = cv2.IMREAD_GRAYSCALE  

➔ -1 = cv2.IMREAD_UNCHANGED  

Images can also be written in 

different formats as desired. 

Recognizing faces from a live video feed: 

The final phase would detect faces from a 

live feed and comparing them to the images 

stored in the database to get a match. When 

our database of images is set, the proposed 

system train models to recognize images 

from a live feed. To accomplish that, 

recognition models will be employed. For 

this proposed system, the following 

recognition modelsemployed - Eigen Faces, 

Fisher Faces, and LBPH Faces. They are 

instantiated by calling the functions in the 

OpenCV library. The models are trained by 

accessing the pictures that have been stored 

in the database created. A Numpy array of 

images is built by the trainer and a list of 

labels corresponding to the saved images is 

also built. To make a prediction using 

OpenCV 3.1.0, the model recognizes a 

picture by making a prediction and attaching 

the corresponding label to it. The prediction 

is made by getting the confidence value. 

5. CONCLUSION 

In this paper, we surveyed the methods for 

3D face recognition under expressions, 

occlusions, and pose variations. The 3D face 

detection and alignment modules are and 

flexibly applied in 3D face raw data. This 

study implemented every important 

subcomponent, which can effectively reduce 

3D image noise and greatly increase the 

robustness of earlier researcher proposed 

recognition system. Face detection and 

recognition system for blind people in real 
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time by using Raspberry, Pi and Android 

app. The previous developed system is 

especially helpful for visually impaired 

users, since it can help them to recognize 

near people. It can be also utilized in 

educational applications of people with 

problems in their vision. 
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Abstract-The research paper deals with Arduino based auto power trip during gas leakage. In this research 

work we have designed a system which is going to detect the leakage of gas with the help of gas sensor. Here 

Arduino Uno is used to control the entire system of sensor such as gas sensor, relay and liquid crystal display. 

As soon as the leakage is detected by the gas sensor, the warning red light emitting diode will glow and power 

will be tripped automatically. In the present system we have also interfaced liquid crystal display with the 

Arduino Uno. The LCD displays whether power is tripped or not and also displays gas is detected or not. The 

purpose of designing such type of system is to prevent accidents occurring due to gas leakage. The advantage 

of such system is that, it gives warning signals in both audio and visual form. The power trip occurs 

immediately as soon the gas is detected without any delay so no human intervention is required. 

 

Keyword-Arduino Uno, Gas sensor, gas leakage, power trip.  

I. INTRODUCTION 
Every household uses LPG for daily 

chores. LPG is also used in offices and 

establishments though rarely. Various 

industries are also using combustible and 

noncombustible gases in the production 

and manufacturing unit. Now a day’s 

public transport, private vehicles viz. two-

wheeler and four-wheeler are also using gas 

as a fuel. The use of gas as an energy source 

is increasing at a rapid rate and along with 

it the accidents related with the gas leakage 

is also increasing. During COVID-19 one 

has come across various incidents of 

oxygen-related fires and explosions in 

hospital treating COVID-19 patients[1] 

Persons working in the area which are 

prone to gas leakage can be alerted by the 

use of this system since the gases can be 

hazardous to persons working near it. 

These gases may becombustible or 

poisonous in nature and increase in 

concentration of such gases can be very 

dangerous. The increase in concentration of 

such hazardous or poisonous gases can also 

lead to formation of smog, poor visibility 

resulting in injuries and other accidents [2].  

 

Figure 11: The Fire Triangle 

The research paper will illustrates how 

Arduino will detect the gas using its gas 

sensor, glow the warning red LED and auto 

trip the power so that further accidents due 

to gas leakage can be avoided.   

II. METHODOLOGY 

In order to check the working of present 

system, after its designing, construction 

and programming we bring any of the 

smoke emitting device or burning flame 

near the gas sensor.The gas sensor will give 

the signal to Arduino Uno, the result is 

warning red LED will be turned ON, the 

message will be displayed on the LCD and 

the power supply will be tripped 

automatically. In the normal condition 

when there is no gas leakage no warning 

LED will glow and no power trip will occur 
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as well as “NO GAS” message will be 

displayed on LCD screen. 

2.1 SYSTEM OVERVIEW 
 

 

 

 

Figure 2: System Block Diagram 

1. MQ-2 / MQ-3 Gas Sensor:The MQ-2 or 

MQ-3 module is helpful for identifying gas 

leaks in homes and businesses. It is capable 

of detecting CO, CH4, LPG, Benzine, and 

Alcohol.Based on how quickly it 

responds,it is possible to take 

measurements as quickly as possible. The 

potentiometer can also be used to change 

the intensity. High sensitivity to alcohol 

and low sensitivity to benzoin are a few 

notable features, as are stable and long life, 

fast reaction, and high sensitivity[3]. 

 

Figure 3: MQ-2 or MQ-3 Gas Sensor 

2. Arduino Uno:A microcontroller board 

called Arduino UNO is built on the 

ATmega328P. It has 6 analogue inputs, a 

16 MHz ceramic resonator, 14 digital 

input/output pins (six of which can be used 

as PWM outputs), a USB port, a power 

jack, an ICSP header, and a reset switch. It 

comes with everything required to support 

the microcontroller; to get started, just plug 

in a USB cable, an AC-to-DC adapter, or a 

battery[4].  

 

Figure 4: Arduino Uno board 

3. Relay:Relays' primary purpose is to 

simultaneously serve as an ON and OFF 

switch. Relay is primarily used for 

switching, detecting, actuating, and other 

functions. From very tiny electronic 

circuits to very large high voltage circuits, 

relays are used for switching, protection, 

and sensing[5]. 

 

Figure 5: Relay Symbol 

4. 16X2 LCD Display:Liquid crystal 

display is referred to as LCD. It is a 

particular type of electrical display module 

used in a wide array of circuits and devices, 

including mobile phones, calculators, 

computers, TVs, and other electronics. 

These displays are mostly favored for seven 

segments and multi-segment light-emitting 

diodes. The main advantages of using this 

module are its low cost, ease of 

programming, animations, and unlimited 

ability to show custom characters, unique 

animations, etc[6]. 

 

Figure 6: 16X2 LCD 
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III. WORKING 
The working of present system begins with 

voltage regulation which converts ac into 

dc as well as lower the transmitted signal. 

The gas sensor MQ-2 or MQ-3 is used to 

detect the leakage of any gas, if we use 

MQ-2 it detects gases in the range between 

200 to 10000 ppm as well as LPG if present 

in the environment. The advantage of this 

sensor is that its reactive time is very fast. 

As soon as the gas is detected surface 

density of absorbed oxygen is reduced, thus 

potential barrier is reduced, voltage is 

increase and more current flows through 

the sensor. Arduino present in the system 

reads this analog voltage and converts it 

into 12 bits digital output using inbuilt 

ADC. As soon as the gas leakage is 

detected the gas sensor sends signal to 

Arduio UNO which further controls the 

hardware connected to it. LCD receives 

signal from Arduino and it displays the 

alert message and accordingly the power is 

tripped ON or OFF [7]. 

 

Figure 7: Flow chart 

 

 

 

 

Above flow chart depicts the entire process 

of operations to be performed by the 

designed system. The electrical 

components shall work at the appropriate 

signal. The MQ-2 or MQ-3 gas sensor 

detects gases present in the environment. If 

the leakage is detected then warning red 

LED will be turned ON and power trip will 

occur andthe LCD used in the system will 

display the alert message.  

 
Figure 8: Complete schematic diagram 

IV. RESULT 
In this paper we have designed our system 

using Arduino Uno microcontroller board, 

Gas sensor MQ-3, LCD and relay. 

Designed system’s objective is to detect the 

gas leakage using gas sensor, if gas leakage 

is not detected there will be no power trip 

and message “NO GAS” will be displayed 

on LCD screen Fig 9.  

 

Figure 9: NO gas is detected and displayed 

In case if there is any gas leakage detected 

by the gas sensor warning red LED will 
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glow, power will be tripped off and alert 

message “GAS DETECTED” will be 

displayed on LCD screen Fig 10. 

 

Figure 10: Gas is detected and displayed 

V. DISCUSSION &CONCLUSION 

It is found that there is gradual rise in gas 

related tragedy. Many times, fires at homes, 

hospitals, industry and other establishment 

have had catastrophic result for workers or 

patients or housekeeper. The impact of gas 

leakage and incidents due to fires is more in 

places such as hospitals with ICU where 

critically ill patients are present and oxygen 

usage is more at such places.  

Various sophisticated and advanced 

techniques make designers to design 

advanced applications. In this research 

paper the type of gas or fire flame we have 

chosen is limited to lab. The topic of gas 

detection is very vast,its future scope is also 

very wide. This system has enormous 

applications where gas leakage can occur. 

This system can be modified as per demand 

and need [7].We have used only one sensor 

MQ-3, the system can be modified for 

multiple sensors so that various types of 

gases can be detected. The system can also 

be modified to send alert message on the 

mobile phone and further it can also be 

made IOT based. 
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Abstract:  Plant diseases are important factors determining the yield and quality of plants.   In recent years, deep 

learning has made breakthroughs in the field of digital image processing, far superior to traditional methods.  It has 

become a research hotspot in the field of agricultural plant protection, such as plant disease recognition.  The present 

article has reviewed some of the existing neural network’s techniques that are used to process image data with 

prominence on detecting plant diseases. First, a review of data acquisition sources, deep learning models/architectures, 

and different image processing techniques used to process the imaging data provided. Second, the study highlighted 

the results acquired from the evaluation of various existing deep learning models . The preparation of this survey is to 

allow future research to learn larger capabilities of deep learning.  

Keywords:  Deep learning, Computer Vision, Machine Learning, Plant Disease Detection, image processing, Object 

detection 

 

I. INTRODUCTION 

In the agriculture sector, plant diseases 

are responsible for major economic food losses 

across the globe. Food losses due to crop 

infections from pathogens such as bacteria, 

viruses, and fungi are persistent issues. The 

situation further gets complex by the fact that, 

nowadays, diseases are transferred globally 

more easily than ever before. In order to 

minimize the disease induced damage in crops 

during growth, prevention in crops are 

imperative[1]. If plant diseases are not 

discovered in time, food insecurity will increase 

[10]. Early detection is the basis for effective 

prevention and control of plant diseases, and 

they play a vital role in the management and 

decision making of agricultural production. In 

recent years, plant disease identification has 

been a crucial issue [9]. Diseased plant 

symptoms can include leaf spots, leaf blights, 

root rots, fruit rots, fruit spots, wilt, dieback, and 

decline [13].  Plant disease recognition is of 

utmost importance in order to recommend and 

choose the proper treatment for diseased plants 

and also prevent infections of uninfected ones. 

Plant leaf is the most common way to detect 

plant disease as it shows different symptoms for 

different diseases [12].  In most cases, 

agricultural and forestry experts are used to 

identify onsite or farmers identify fruit tree 

diseases and pests based on experience. This 

method is not only subjective, but also time-

consuming, laborious, and inefficient. Farmers 

with less experience may misjudgment and use 

drugs blindly during the identification process. 

Quality and output will also bring environmental 

pollution, which will cause unnecessary 

economic losses. 

To counter these challenges, research 

into the use of image processing techniques for 

plant disease recognition has become a hot 

research topic [9]. Most machine learning 

studies have focused on the classification of 

plant diseases by using features, such as the 

texture , type , and color  of plant leaf images. 

The main classification methods include support 

vector machines, K-nearest neighbor , and 

random forest . The major disadvantages of 

these methods are summarized as follows:  

Low performance, Professional database, Rarely 

used  and  Requiring the use of segmented 

operation  [14].  

In real complex natural environment, 

plant diseases detection is faced with many 

challenges, such as small difference between the 

lesion area and the background, low contrast, 

large variations in the scale of the lesion area and 

various types, and a lot of noise in the lesion 

image. Also, there are a lot of disturbances when 

collecting plant diseases and pests images under 

natural light conditions. At this time, the 

traditional classical methods often appear 

helpless, and it is difficult to achieve better 

detection results. 

In recent years, with the successful 

application of deep learning model represented 

by convolutional neural network (CNN) in many 

fields of computer vision (CV, computer-

vision), for example, traffic detection, medical 

Image Recognition, Scenario text detection, 
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expression recognition, face Recognition, etc. 

Several plant diseases detection methods based 

on deep learning are applied in real agricultural 

practice, and some domestic and foreign 

companies have developed a variety of deep 

learning-based plant diseases detection Wechat 

applet and photo recognition APP software. 

Therefore, plant diseases detection method 

based on deep learning not only has important 

academic research value, but also has a very 

broad market application prospect [15]. This 

study summarizes and combs the relevant 

literatures, aiming to help researchers quickly 

and systematically understand the relevant 

methods and technologies in this field. The 

objective of this paper is to review various 

techniques of plant disease detection and discuss 

in terms of various parameters. The paper is 

organized into the following sections. First 

section gives an introduction to the importance 

of plant disease detection. Second section 

discusses the existing work carried out recently 

in this area and also reviews the techniques used. 

Section three includes basic methodology 

followed for developing disease detection 

system. Fourth section explained detailed 

discussion on  techniques  used in plant disease 

detection by deep learning Lastly, fifth section 

concludes this paper.  

II. LITERATURE REVIEW 
Peltier et al. gives the overall 

description of the different types of diseases in 

maize leaf, their symptoms and risk factors for 

crop. It also mentions about the management of 

crop and pesticides. Sanjana et al. presents the 

diseases of maize crop spread across different 

regions of the world and the description of 

various diseases and their effects on yield [33].   

In 2017, Dechant et al.  used CNN and produced 

heatmap  which outputs the probability of 

infection in each region in maize disease images, 

and these heatmaps were used to classify the 

complete images.  Experiments show that the 

accuracy is 96.7% on the test dataset.   In Sun et 

al. detected maize leaf blight under complex 

background using an instance detection method 

of multi-scale feature fusion based on 

convolutional neural network, which is 

improved on the basis of SSD.   Wang et al. used 

full convolution neural network and presented a 

new method of maize leaf disease segmentation 

the segmentation accuracy reached 96.26. 

Stewart et al. used  unmanned aerial vehicle 

image as input and applied Mask R-CNN model 

to segment maize northern leaf blight (NLB) 

lesions. The trained model can accurately detect 

and segment a single lesion and the average 

accuracy was 0.96. 

Only a most recent work by [3] was 

partly discussed using deep learning in plant 

disease detection, presenting a survey on 3 

papers concerning this subject as a part of using 

deep learning in different domains of 

agriculture. The objective of this survey is to 

provide a comprehensive view on state-of-the-

art deep learning practices in the field of plant 

disease detection [12]. In [34] proposed the idea 

of CNN based meta architecture with different 

feature extractors, and the input images included 

healthy and infected plants, which were 

identified as their respective classes after going 

through the meta architecture. In. [34] put 

forward the idea of using ResNet50 in plant 

diseases detection. They replaced standard 

cross-entropy loss function with focus loss 

function, and the Adam optimization method 

was used to identify the leaf disease grade, and 

the accuracy achieved 95.61%. In [34]  an 

application based on MobileNets and SSD was 

established to simplify the detection of model 

parameters. The application was designed to 

predict in  mobile CPU in real time. The 

PlantDoc dataset for plant disease detection was 

proposed for this application.  Wang et al.  

presented a method based on improved FCN  for 

plant diseases and pests segmentation. In this 

method, input was  maize leaf lesion image  into 

a  convolution layer to extract multi-layer 

feature information, and the size and resolution 

of the input image were restored by 

deconvolution operation. This experiment  

showed accuracy 95.87 % compared with the 

original FCN method,  also the integrity of the 

lesion was guaranteed and  the segmentation of 

small lesion area was highlighted. Deep 

Learning based plant disease classification 

models includes the use of variety of CNN 

models such as AlexNet, GoogleNet, modified 

GoogleNet, LeNet, Caffe and Deconvolutional 

Network, and VGGNet. There have been 

implementations of ResNet model for many 

applications such as Paying more Attention, 

Large-Scale Plant Classification and Imagenet 

classification by ResNet-50 [34].  
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Xie et al. [23] presented a Faster DR-

IACNN model they used the self-built grape leaf 

disease dataset (GLDD) and Faster R-CNN 

detection algorithm, the Inception-v1 module, 

Inception-ResNetv2 module and SE are 

introduced. Using these models they achieved 

higher feature extraction ability, the mAP 

accuracy was 81.1% and the detection speed was 

15.01FPS. The two-stage detection network has 

been used in order to improve the detection 

speed to improve the real-time and practicability 

of the detection system, but single-stage 

detection network, are more concise, and the 

inference speed is more faster as compared to 

two-stage detection network. 

SegNet  is also a classical encoder–

decoder structure. Its feature is that the up-

sampling operation in the decoder takes 

advantage of the index of the largest pooling 

operation in the encoder. Kerkech et al. [24] 

proposed an image segmentation method for 

unmanned aerial vehicles. Segnet was used to 

segment Visible and infrared images (480 

samples from each range)to identify four 

categories: shadows, ground, healthy and 

symptomatic grape vines. They achieved 

accuracy the proposed method on grape vines 

and leaves were 92% and 87%, respectively.    

In Zhou et al. [25] used fusion of FCM-

KM and Faster R-CNN to build  fast rice disease 

detection method.   The input 3010 images to the 

application and  achieved the detection accuracy 

and time of rice blast, bacterial blight, and sheath 

blight 96.71%/0.65 s, 97.53%/0.82 s and 

98.26%/0.53 s respectively. Hasan et al. [26] 

used DCNN model for feature extraction and 

input these features into SVM for classification 

thus identified and classified nine different types 

of rice diseases. They achieved accuracy 97.5% 

using the model. In [27] Nagasubramanian et al. 

presented a model using new three-dimensional 

deep convolution neural network (DCNN) and 

salience map visualization method for detection 

healthy and infected samples of soybean stem 

rot, they achieved accuracy 95.73%.  Picon et al. 

[28] constructed model using CNN architecture 

for identification of 17 diseases in 5 crops, 

which seamlessly integrates context metadata, 

allowing training of a single multi-crop model. 

The model could obtain richer and more robust 

shared visual features than the corresponding 

single crop. The model can efficiently classify 

different diseases and is not affected by different 

diseases in which different crops have similar 

symptoms. The model seamlessly integrates 

context to perform crop conditional disease 

classification and avoids problem of data 

imbalance,  achieved average balanced accuracy 

0.98, which is superior to other methods and 

eliminates 71% of classifier errors. Ren et al. 

[29] put forward the idea of building model 

using Deconvolution-Guided VGNet 

(DGVGNet). The model could easily identify 

plant leaf diseases which were easily disturbed 

by shadows, occlusions and light intensity. CNN 

classifier was constructed and guided by 

deconvolution to focus on the real lesion sites. 

The model showed good result in occlusion, low 

light and other environments, the accuracy 

achieved for disease class identification is 

99.19%, the pixel accuracy of lesion 

segmentation is 94.66%.  

In 2017, Fuentes et al. [30] first used 

Faster R-CNN to locate tomato diseases directly, 

combined with deep feature extractors such as 

VGG-Net and ResNet, the mAP value reached 

85.98% in a dataset containing 5000 tomato 

diseases.  Wang et al. [83] used two different 

models, Faster R-CNN and ask R-CNN, in 

which Faster R-CNN was used to identify the 

class of tomato diseases and Mask R-CNN was 

used to detect and segment the location and 

shape of the infected area. The results showed 

that the proposed model can quickly and 

accurately identify 11 class of tomato diseases, 

and divide the location and shape of infected 

areas. Mask R-CNN reached a high detection 

rate of 99.64% for all class of tomato diseases.  

In 2019, Ozguven et al. [31] presented an 

approach  to construct a Faster R-CNN by 

changing the parameters of CNN model for 

identification  of beet leaf spot disease. 155 

images were used as input to the model for 

training and testing. They achieved 95.48% 

accuracy. Prakruti et al. [32] proposed an idea 

using YOLOv3 to detect diseases on images 

captured under uncontrolled conditions in tea 

gardens. While ensuring real-time availability of 

the system, about 86% mAP was achieved with 

50% IOU.  In  Lin et al. put forward an idea  of 

constructing U-net based convolutional neural 

network. They collected 50 cucumber powdery 

mildew leaves in natural environment and 

segment them using this network. To make this 



  

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 706 

 

neural network insensitive to weight 

initialization a  batch normalization layer was 

added behind each convolution layer. They 

achieved  an average pixel accuracy of 96.08% . 

The U-net method demonstrated good ability to 

segment lesion area in a complex background 

with accuracy and speed even on fewer samples 

. In  an article  used a combination of Alex 

Precursor and Cascade Inception architecture  to 

construct an Apple Leaf Diseases Classifier. In 

this study they presented the comparative 

analysis using parameters like accuracy, 

convergence rate (withrespect to epochs) and the 

computational resources require of their model 

and other models like SVM, Back Propagation 

(BP) Neural Network, AlexNet, GoogleNet, 

Resnet-20 and VGGNet-16. Input to the 

classifier was apple disease dataset comprising 

of 1053 images and classification accuracy was 

97.62%. Wang-Su's proposed an approach to 

build a model by using the original GoogleNet 

and a modified version of GoogleNet which as 

constructed using 2x more inception modules 

compared to the standard GoogleNet. The input 

to the model were 3767 images taken from  the 

Flavia dataset which classified into 8 classes.  

This idea of modifying GoogleNet performed 

better and achieved more accuracy compared to 

original GoogleNet [34 ]. 

 

III. BASIC DEEP LEARNING 

TEQCHINQUES 
A.  Deep Learning Background  

Deep learning means deep neural 

networks and learns hierarchical representations 

of a data with multiple levels of abstraction 

(Schmidhuber 2015) [35].  There are three 

different deep learning and more generally 

machine learning approaches based on the 

availability of labeled data, namely supervised 

learning, where all the training data is labeled, 

semi-supervised learning, where part of the 

training data is labeled, and unsupervised 

learning, where only unlabeled data is provided 

[36]. 

The first generation of neural network-

MCP (1943_1969): originated in 1943, is a 

linear model, can only deal with linear 

classification problems. The second generation 

of neural network-back propagation (BP) 

(1986_1998): Hinton invented the BP algorithm 

suitable for multi-layer perceptron (MLP) in 

1986 and adopted sigmoid function for 

nonlinear mapping, which effectively solved the 

problem of nonlinear classification and learning. 

The third generation neural network-DL(2006-

present): In 2006, Hinton gradient disappeared 

in the deep web training are put forward in this 

problem solution, then enter the outbreak period 

in 2012, in the famous ImageNet image 

recognition contest, the Hinton team used a deep 

learning model-AlexNet to win, and far more 

than the second method (SVM).  After the 

introduction of AlexNet [19], the DL 

architecture began to evolve over time. Many 

advanced DL models/architectures were used 

for image detection, segmentation, and 

classification, and these architectures were 

successively applied to plant disease detection 

[9].  Compared with other image recognition 

methods, the image recognition technology 

based on deep learning does not need to extract 

specific features, and only through iterative 

learning can find appropriate features, which can 

acquire global and contextual features of 

images, and has strong robustness and higher 

recognition accuracy[15]. Deep learning is now 

used at large scale in the agricultural domain. 

Providing a good large dataset to a deep learning 

system yielded promising results in various 

applications that comprise the base for 

automating agricultural aspects and using agro 

robots [12 ]. 

One of the most powerful and basic DL 

tools for modelling complex processes and 

performing pattern recognition is Convolutional 

Neural Networks (CNNs). CNN provides 

mapping between an input such as an image of a 

diseased plant to an output, i.e. crop disease 

(Mohanty et al. 2016). A CNN is composed of 

three main layers namely convolution, pooling 

and fully connected layers[2][1]. CNN is a 

popular model in the field of deep learning. The 

reason lies in the huge model capacity and 

complex information brought about by the basic 

structural characteristics of CNN, which enables 

CNN to play an advantage in image recognition. 

At the same time, the successes of CNN in 

computer vision tasks have boosted the growing 

popularity of deep learning. The commonly used 

third-party open source tools for deep learning 

are Tensorflow , Torch/PyTorch, Caffe , 

Theano. The four commonly used deep learning 
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third-party open source tools all support cross-

platform operation, and the platforms that can be 

run include Linux, Windows, iOS, Android, etc. 

Torch/PyTorch and Tensorflow have good 

scalability and support a large number of third-

party libraries and deep network structures, and 

have the fastest training speed when training 

large CNN networks on GPU [15]. The  popular 

architectures of CNN are LeNet, AlexNet, 

ZFNet, GoogleNet, VGGNet, ResNet, ResNeXt, 

SENet, DenseNet, Xception, and PNAS/ENAS 

[35]. 

B. Plant Disease Datasets 

To develop algorithms and train 

computers to identify plant diseases from 

acquired images, representative datasets are 

required to identify plant diseases. Large 

datasets with hundreds or thousands of images 

are required for deep learning-based solutions.  

The distribution of studies that have used plant 

disease images from different datasets is shown 

in Fig. 1  [36] 

 

 

 

 

 

 

 
Fig. 1: Dataset Distribution 

 

Common diseases datasets are:  

1) P1antVillage, an open dataset, has now 

collected 54309 plant leaves disease images, 

covers 14 kinds of fruit and vegetable crops, 

such as apple, blueberry cherries, grapes, orange 

peach bell pepper potato raspberry soybean 

pumpkin strawberry, and tomatoes, corn 

contains 26 diseases , also includes 12 healthy 

crop leaf images[9]. 32% of the studies use 

PlantVillage dataset available in public 

domain[1]. 

2) `Plant Pathology Challenge' for CVPR 2020-

FGVC7(https://www.kaggle.com/c/ 

plantpathology - 2020 fgvc7), it consists of 

3,651 high-quality annotated RGB images of 

1,200 apple scab and 1,399 cedar apple rust 

symptoms and 187 complex disease patterns   

and 865 healthy apple leaves [9]. Most of the 

studies (68%) are based on the data collected on 

their own by authors)[1]. 

In (Lu et al. 2017b) to facilitate wheat 

crop disease diagnosis,   in a pure background, 

seven different diseases with 9230 healthy 

images dataset were collected from WDD2017 

database. In the study of  Wiesner-Hanks et al. 

2018, over three datasets with 18,222 maize crop 

images were obtained from a publicly available 

repository on Open Source Framework [37]. 

 

C. Data Augmentation 

  In the field of deep learning, the small 

sample size and dataset imbalance are the key 

factors leading to the poor recognition effect. 

Therefore, the deep learning model for leaf 

disease detection, expand the amount of data is 

necessary. Data augmentation to meet the 

requirements for the practical application, and 

not at liberty to expand (the color is one of the 

main manifestations of different diseases, for 

example, when doing image enhancement can't 

change the color of the original image).   

 

1) Traditional Augmentation 

Image augmentation plays a key role in 

building an effective image classifiers. Though 

datasets may contain anywhere from hundreds 

to a couple of thousand training examples, the 

variety might still not be enough to build an 

accurate model. Some of the many image 

augmentation options are flipping the image 

vertically/horizontally, rotating through various 

angles and scaling the image. These 

augmentations help increase the relevant data in 

a dataset [34] Data augmentation is a 

preprocessing technique, which is becoming 

increasingly popular in ML for the training of 

neural networks that works by creating large 

amounts of training data with a significant 

variance based on smaller datasets [35]. The 

most common method of plant diseases image 

expansion is to acquire more samples using 

image processing operations such as mirroring, 

rotating, shifting, warping, filtering, contrast 

adjustment, and so on for the original plant 

diseases samples. In addition, Generative 

Adversarial Networks (GANs)  and Variational 

automatic encoder (VAE)  can generate more 

diverse samples to enrich limited datasets[15].    
  

IV. PLANT DISEASE DETECTION BY 

DEEP LEARNING TECHNIQUES 
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Generally there involves four stages in 

plant disease detection system  as shown in 

Fig.2.  Image acquisition is performed in first 

phase. In the second phase images are 

segmented into various numbers of clusters 

using different techniques. Features are 

extracted in the next phase and the classification 

is done in the last phase . 

 

 

 

 

 
Fig. 2. Phases of plant disease detection system 

 

A. Image Acquisition 

In this phase, images of plant leaves are 

gathered using digital media like camera, mobile 

phones etc. with desired resolution and size 

either on site or in controlled conditions. Images 

may be self-acquired by authors or may be any 

benchmarking dataset such as Plant Village 

database (Hughes and Salathe 2015) [1]. The 

image database is responsible for better 

efficiency of the classifier in the last phase of the 

detection system [38].  

 B. Image Segmentation 

Image segmentation is also one of the 

popular practices either to increase the count of 

images in a dataset or to facilitate the Deep 

Learning process by identifying the regions of 

disease (Ienco et al. 2017, Rebetez 2016, 

Sladojevic et al. 2016; Grinblat et al. 2016; Sa et 

al. 2016; Chen et al. 2017; Bargoti et al. 2016) [ 

37]. As the premise of feature extraction, this 

phase is also the fundamental approach of image 

processing. Segmentation subdivides the image 

into its constituent parts or objects.  There are 

various methods using which images can be 

segmented such as k-means clustering, Otsu’s 

algorithm and thresholding etc. The k-means 

clustering classifies objects or pixels based on a 

set of features into K number of classes. The 

classification is done by minimizing the sum of 

squares of distances between the objects and 

their corresponding clusters [38].  Types of 

segmentations are:  

1.  Region based segmentation 

1.1 Region Growing 

1.2. Region Splitting and Merging 

2 Partition Clustering 

3 Edge Detection [MM 39 ] 

 

C. Feature Extraction 

After segmentation, the outcome so far achieved 

is the area of interest. Hence, in this step the 

features from this area of interest need to be 

extracted. These features are needed to 

determine the meaning of a sample image. 

Features can be based on color, shape, and 

texture.  This step is usually followed by a 

feature selection or dimensionality reduction 

step. Recently, most of the researchers are 

intending to use texture features for detection of 

plant diseases [38].  For example, colour 

moments are used to extract colour statistics 

(Semary et al. 2015) , in which Gabor Transform 

(GT) and Wavelet Transform (WT) are 

combined (GWT) for the extraction of 

multiscale features (Prasad et al. 2016). Gray 

Level Co-occurrence Matrix (GLCM) is used in 

many previous works (Mokhtar et al. 2015, 

Prasad et al. 2016, Semary et al. 2015, Xie and 

He 2016, Xie et al. 2015) toextract texture 

features.  Scale Invariant Feature Transform 

(SIFT) is used to analyse the shape features of 

leaves. The advantage of deep learning is 

automatic feature extraction which ultimately 

holds a good contribution in higher accuracy as 

compared to other conventional techniques [2, 

4,5, 6, 7 , 8][1]. 

D. Classification      

The extracted features are then fed into 

the chosen classifier. The classification phase 

implies to determine if the input image is healthy 

or diseased. If the image is found to be diseased, 

some existing works have further classified it 

into a number of diseases. The quality of results 

depends mainly on the quality of the features 

used but researches using traditional machine 

learning and image processing techniques have 

shown limited outcomes in terms of 

performance and scope. Recently the latest 

advances in deep learning promise to take the 

lead and produce cutting edge results in 

classification accuracy as well as develop real 

time applications.    

Learning is a popular technique for 

agricultural applications, such as plant disease 

identification, as observed from the reviewed 

studies. Deep learning-based image 

classification is typically carried out via 
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supervised training, where labeled image 

datasets are used to identify the class that best 

represents the object in images using the 

softmax activation function in the final output 

layer. Over the years, image classification has 

become increasingly popular and adapted by 

many researchers across disciplines as different 

CNN architectures have been developed and 

used for different applications. Existing plant 

diseases classification network mostly use the 

muture network structures in computer vision, 

including AlexNet, GoogleLeNet, VGGNet, 

ResNet, Inception V4, DenseNets, MobileNet 

and SqueezeNet  ZFNet, VGGNet, GoogLeNet, 

ResNet, DenseNet, CapsNet, and SENet. 

There are also some studies which have 

designed network structures based on practical 

problems. By inputting a test image into the 

classification network, the network analyses the 

input image and returns a label that classifies the 

image. According to the difference of tasks 

achieved by the classification network method, 

it can be subdivided into three subcategories: 

using the network as a feature extractor, using 

the network for classification directly and using 

the network for lesions location [15]. 

The advancements in image 

classification CNN architectures, namely   , were 

discussed. Image classification models are 

generally trained on a network from scratch or 

by using transfer learning on pre-trained models. 

Among the reviewed studies, image 

classification was the most commonly used deep 

learning technique for plant disease 

identification and transfer learning was used in 

most studies. Image classification models are 

commonly evaluated based on training, 

validation, and testing accuracies. However, 

testing accuracies are used to report the ability 

of a deep learning model to identify objects 

across different datasets and conditions. 

Therefore, it is crucial to maximizing testing 

accuracy on unseen data from different datasets. 

Additional metrics commonly used to evaluate 

the performance of deep learning models 

include precision, recall, and F1-score. The F1-

score metric is particularly important in studies 

where datasets contain class imbalance [36]. 

V. CONCLUSION 
After surveying different papers that 

have used deep learning  in identifying plant 

diseases, it has been found that deep learning has 

brought a tremendous development. As it 

allowed for a significantly increased accuracy 

levels, as well as a broader scope in terms of 

included species and classified diseases. 

Provided sufficient data is available for training, 

deep learning techniques are capable of 

recognizing plant leaf diseases with high 

accuracy. The importance of collecting large 

datasets with high variability, data 

augmentation, transfer learning, and 

visualization of CNN activation maps in 

improving classification accuracy have been 

discussed. At the same time, there are also some 

inadequacies. Most of the DL frameworks 

proposed in the literature have good detection 

effects on their datasets, but the effects are not 

good on other datasets, that is the model has poor 

robustness. Therefore, better robustness DL 

models are needed to adapt the diverse disease 

datasets. One drawback is that most papers 

create and use their own dataset without putting 

it publicly available in order to compare results 

with other researchers. Another drawback is that 

most researchers use images that were taken in 

perfect conditions with controlled settings, 

while real world situations differ significantly 

and definitely will yield different results. Huge 

open source datasets of plant disease images that 

are publicly available will give researchers the 

potential of leveraging the use of artificial 

intelligence and machine learning in agriculture 

specifically plant disease detection into a whole 

new level that is matching if not surpassing the 

performance level of human experts.  
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Abstract: New technologies such as Big data, Internet of Things (IoT), Cloud Computing along with Artificial 

Intelligence can create agriculture fields smarter. Large volume of agriculture data is available and proper analysis of 

such data facilitates the farmer for better farming. Apart from farming, big data offers a lot of scope in the agriculture 

field. Recently many agricultural applications are based on Big data. Even though there is a lot of scope of big data in 

agriculture, it has several challenges. This paper analyzes the scope of big data agricultural applications, its techniques 

and also explores the challenges of big data in the agriculture field. 

Keywords: Big Data, Agriculture field  

 

1. Introduction 

            In easy statements, Big Data is a 

method to solve data problems that are not 

solvable using traditional Databases and Tools. 

In other way, Big Data means not just enormous 

amounts of Data however data generates at a 

very fast rate in different formats. 

Big Data is a Technique to “Store, Process, 

Manage, Analysis and Report” a huge amount 

of variety data, at the required speed, and within 

the required time to allow Real-time Analysis 

and Reaction. 

Big Data technologies are performing 

an indispensable, reciprocal role in a variety of 

development such as Agriculture as well as 

Healthcare, Academia, Banking, 

Manufacturing, IT sectors etc.  

Agriculture: Farming processes will become 

increasingly data driven and data-enabled by 

the use of well-groomed machines and sensors 

and as a result farms data grow in quantity and 

range [1].  

Healthcare: With the help of predictive 

analytics, medical professionals and HCPs are 

now able to provide personalized healthcare 

services to individual patients.  

Academia: Academic institutions are investing 

in digital courses powered by Big Data 

technologies to aid the all-round development 

of budding learners. 

Banking: Big Data tools can efficiently detect 

fraudulent acts in real-time such as misuse of 

credit/debit cards, archival of inspection tracks, 

faulty alteration in customer stats, etc. 

Manufacturing, IT: Big data helps create a 

transparent infrastructure, thereby predicting 

uncertainties and competencies that can affect 

the business adversely.  

IT companies around the world are using Big 

Data to optimize their functioning, enhance 

employee productivity, and minimize risks in 

business operations [2]. 
  

2. Big Data Applications in 

agriculture field 

        In the agriculture society, big data is 

frequently recognized as a combination of 

technology and analytics that can collect and 

compile novel data, and process data in a more 

valuable and appropriate way which will be 

supportive for decision-making [3]. There are 

different approaches to big data in agricultural 

ground.  
 

 The analysis of big data would enable farmers 

and companies to extract value from it, 

improving their productivity [4]. Agricultural 

big data storage and processing is essential for 

large investments in infrastructures which need 

to operate almost real-time applications such as 

weather forecasting, monitoring for crops, pests 

and animals’ diseases etc.   

 

Due to climate change and urbanizations, it 

becomes difficult to optimize quality 

agriculture production and food supply. So 

Agricultural Big Data will be a vital module of 

the second green revolution that will be 

required to convene these needs [3].   
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Apart from production, GPS enabled sensors 

will be helpful to track food and due to this 

food-borne illness can be reduced.  

 

Soil management or soil type identification is a 

vital application of big data. By considering the 

historical data and collecting data from sensors, 

data analysis is done to recognize soil category. 

It helps to decide yield creation and increase 

production [6].  

 

Food production improvement is one of the big 

data applications. It can achieve by analyzing 

GPS enabled data, agricultural historical 

information, various static databases and 

datasets [3,6,7]. 

 

Data diversity, high data volume, high speed 

such problems are solved by new developing 

big data techniques and it also provides new 

solutions on such problems [8]. Big data 

analytic framework is one of the decision 

support systems that are used for accurate 

agriculture including everything such as soil 

condition, irrigation, fertilization to real time 

monitoring of crops which extend production 

operations and management.   
 

3. Big Data Techniques for 

agriculture:  

            Conceptual framework for smart 

farming: A framework of different layers is 

designed and each layer performs some 

important tasks. Business layer is at a lower 

level and it focuses on the use of big data for 

management of farming processes. Along with 

farm management and farm processes there is a 

data chain, which interacts with these two 

through various decision-making processes. 

Middle layer is the network management layer 

that includes all stakeholders, the network 

management layer enables coordination and 

management of processes that are performed by 

stack-holders. Technology component of 

network layer information infrastructure. 

Organization focuses on the government and 

business model of the data chain [1].  

             Predictive analysis: On the basis of 

gathered historical data future outcomes can be 

predicted through this technique. It is based on 

regression analysis, decision tree and neural 

network. Prediction analysis is used for crop 

and yield prediction, decision tree display 

outcome in visualize form [5]. Soil 

characterization is evaluated by clustering soil 

types using K-means and GPS based 

techniques. 

         Crop Monitoring, Crop health: To attain 

high accuracy and a high generality in terms of 

yield prediction capability K-map clustering 

technique is used to analyze rainfall data. It 

makes the clusters according to the category of 

data. To categorize unpredictable data into 

dependent and independent forms, multiple 

linear regression methods are used. As it is 

rainfall data so it is dependent one and year, 

sowing area, production etc. are independent 

data [6]. 

For the enhanced rice crop production, 

historical and government data related to 

temperature and rainfall is considered and then 

performed regression analysis on it. To find the 

similar group of weather attributes, clustering 

has been carried out [6].    

      Decision support model: Production 

activity of agriculture changes with time and 

event so the decision-making model system 

trained using machine learning, image 

processing and artificial neural network. To get 

changeable requirements from the user, a novel 

mechanism is used by the decision-making 

model. Data extraction module takes data from 

source and makes data marts by extracting soil, 

weather, crop etc. there are various modules in 

decision support modules all are trained under 

machine learning algorithm. Due to the user 

intervention interface, users can select 

appropriate data and decision-making model 

[8].   

 

4. Analysis of big data techniques in 

agricultural field and challenges:  

 

 

Applications Big Data  Techniques Use of Sensors Challenges 
Smart Farming [1] Planting, spraying, 

materials, yields, soil 
type, weather  

Conceptual Framework 
using analysis and 
decision-making process 

       
Temperature, 
humidity  

Solutions are not affordable to 
farmers, automate data gaining is 
not free, No assurance of privacy 
and security  

Food production 
Improvement [4] 

Statistical data,  
Remote sensing  

Image processing, 
Modeling and 

 Ground sensors Data Privacy issue, lack of Agri 
business, security, accuracy and 
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Historical information, 
various static 
databases and 
datasets, GIS, 
Geospatial data, 
 

Simulation, Geo-spatial 
analysis 

access, unbalanced access to 
technology, visualization of large 
data volume is difficult 

Food-borne illness 
identification [3] 

GPS enabled Sensors, 
Geospatial data,  
Remote sensing, 
Historical information  
 

Image processing, 
Modeling and 
Simulation, Geo-spatial 
analysis  

GPS enabled 
Sensors, field 
sensors 

Difficult to store and maintain large 
data, Preservation of data for long 
time which requires highly 
centralize and reliable platform.  
Data privacy and security, Lack of 
data documentation. 

Crop Monitoring, crop 
health [4]  

Remote sensing, 
Historical database, 
satellite data, Geo 
spatial data, Ground 
sensors, Data 
generated by 
government.  

Sensory measurements 
of metabolites, 
scalable vector 
machines, clustering by 
K-mean 
 

Ground sensors, 
Camera sensors 

Privacy issues regarding owner of 
data and monetize of data,  
Security, accuracy and access of 
data,  
Limited access to ground truth 
information.  

Weather forecasting [4,1,5] Satellite data, 
Automatic weather 
stations, earth 
observation data, 
historical climate 
survey data 

Scalable vector machine, 
Time series big data 
analytical system, Map 
Reduce based analytics, 
cloud-based platforms 

Ground sensors, 
optical sensors, 
remote sensor, 
camera sensors 

Device installation,  
IT platforms,  
Technical expertise, financial gain, 
Investment, safety etc. 

Pets and animal diseases [4] Sensory measurement 
of sound, optimal 
sensors, feed intake 

Scalable vector machine, 
Machine learning, ANN  

Optimal sensors, Device installation,  
IT platforms,  
Lack of technical expertise,  
Financial gain, Investment, safety 
etc. 

Soil type identification and 
water management [1] 

Geo spatial data, 
Optimal camera, 
Drone camera, 
historical data, 
moisture sensors  

Pattern mining in data 
mining, clustering by K-
mean 

Moisture sensors Solutions are not affordable to 
farmers, Automate data gaining is 
not free,  
No assurance of privacy and 
security 

Market information [1], 
Farming decision making [3] 

Government data 
Human generated data 
website data Private 
institutions (Banks) 
optical sensors 
 

Time series big data 
analytical system 
Predictive analytics 
Statistical Modelling 
cloud technologies 
cloud technologies 
Statistical Modelling 
 

Optical sensors Difficult to store and maintain large 
data, Preservation of data for long 
time which requires highly 
centralize and reliable platform.  
Data privacy and security, Solutions 
are not affordable to farmers, 
Automate data gaining is not free. 

Remote Sensing [5] Satellite data Statistical Analysis Ground sensors, 
optical sensors, 
remote sensor 

Device installation, IT platforms, 
Technical expertise,  
Financial gain, investment, safety, 
Monopoly of Agri food business,  
Fear of losing data etc., 

Precision Agriculture [8]  Sensor data such as 
soil moisture, 
nitrogen, internet data 
such as weather 
forecast, spatial-
temporal data 

Big data analytic 
framework using 
decision support system 

yes System not affordable to farmers,  
Device installation,  
IT platforms, technical expertise 

 

 

5.Conclusion: 

                 Key determination is to focus big 

data and its techniques in agriculture field. It is 

observed that large volume of data regarding 

agriculture is available and several types of 

sensors are used to collect data. With the help 

of various big data analytical techniques and 

tools, precision and smart farming becomes 

possible. Big data analysis plays vital role in the 

area of agriculture to make smart farming but 

it’s a challenging task. This paper performed 

the comparative study of agriculture big data 

applications, its techniques and challenges. It is 

observed that most common challenges are 

techniques and instruments are not affordable 

to farmers, lack of technical; expertise and 

storage and maintenance of data.  
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Abstract: Progression and innovation in the area of mobile technologies and speed of the internet resulted enormous 

growth in data subsequently with high rate. Massive data is present over the internet on various platform such as 

social media sites, e-commerce sites or any other platform which are important to the users and as well as to the 

organisations. The data present over the internet is in in the unstructured (Text) format. E-mails, social media, notes, 

and wide variety of different types of documents in text formats are present, but all these data are not get importance 

and analysed in meaningful ways. It has been observed that information workers spend their significant time to 

locating this information and trying to make sense of it. Text analytics is the process which analysed all these available 

unstructured text information and converts it into useful information which helps the organization significantly in 

their business processes and can be used to explore further possibilities. 

Keywords: Artificial Intelligence, Text Mining, Text Analytics, Natural Language Processing, Business Analytics, Email 

Mining, Meeting Transcripts Knowledge Extraction, Sentiment analysis

I. INTRODUCTION  

Today, large amount of data is available over 

the internet. But, most of it is contained in the 

form of unstructured text. Enterprises that hold 

this data find it difficult to store, process, and 

analyze it. Similarly, it is very difficult to 

retrieve useful information from such 

unstructured data sources. This difficulty in 

finding only the relevant information may 

prove critical in certain sectors, such as 

healthcare and finance etc. Here, the concept of 

text mining comes in to the picture to rescue. 

Text mining is an artificial intelligence (AI) 

technology that uses natural language 

processing (NLP) to transform the free 

(unstructured) text in documents and databases 

into normalized structured data suitable for 

analysis such as to identify concepts, patterns, 

topics, keywords and other attributes in the 

data. It's also known as text analytics, although 

some people draw a distinction between the two 

terms; in that view, text analytics refers to the 

application that uses text mining techniques to 

sort through data sets. Unstructured data is 

fundamentally different from structured data 

because while structured data is generated by 

computers, unstructured data is generated by 

humans. So, while the latter is formatted and 

organized, the former is inconsistent but 

unique[1]. However, even though unstructured 

data is difficult to analyze, the fact is that the 

unstructured data that enterprises have, holds 

deep insights hidden within. These insights, if 

unravelled, can help a business formulate 

strategic business decisions to fuel business 

growth. Mining and analysing text helps 

organizations find potentially valuable business 

insights in corporate documents, customer 

emails, call centres logs, precise survey 

comments, social network posts, medical 

records and other sources of text-based data [2]. 

II. HOW TEXT MINING WORKS 

 Text mining is similar in nature to data mining, 

but with a focus on unstructured text instead of 

more structured forms of data. However, one of 

the first steps in the text mining mechanism is 

to unify and organise the data in such manner 

so it can be subjected to both qualitative and 

quantitative analysis[3]. Doing this typically 

involves the use of natural language processing 

(NLP) technology, which applies 

computational linguistics principles to parse 

and interpret data sets. The upfront work 

includes categorizing, clustering and labelling 

text; summarizing data sets; creating 

taxonomies; and extracting information about 
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things like word frequencies and relationships 

between data entities. Analytical models are 

then run to generate findings that can 

help drive business strategies and operational 

actions[4]. The process of deriving key insights 

from data involves the following steps: 1] Data 

Acquisition: Data acquisition refers to 

converting data available in various units of 

measurement into a format that computers can 

easily understand. In other words, it is the 

process of making data accessible to computers 

for processing and analysis. 2] Data Cleansing: 

Data cleaning refers to the process of detecting 

and removing inaccurate and/or corrupt pieces 

of data from a dataset. It identifies and removes 

duplicate, irrelevant or incomplete details in the 

dataset, making the dataset ready for analysis. 

3] Data Enrichment: Data enrichment is the 

process of combining data obtained from 

reliable external sources to make existing data 

more useful and enriching. Social media data is 

a great example of data merging with enterprise 

data to provide decision makers with useful 

insights into market trends and user habits. 4] 

Text Mining: Text mining is the process of 

extracting high-value insights from text. It 

involves many processes; the key processes in 

t

Gartner report, nearly 80% of the world's data 

5] Natural Language Processing: As we've 

seen, unstructured data is data generated by 

humans, so natural language processing (NLP) 

is a technique that can be very useful in the text 

mining process. NLP converts text into data that 

a company's search engine can understand and 

analyze. 

6] Data Quality Analysis: The final step in the 

process of extracting insights from data is to 

review the data to ensure that all of the above 

processes have been integrated accurately and 

successfully. In the past, NLP algorithms were 

designed in such a way as to give instructions 

about what to look for in a dataset. In the mid-

2010s, deep learning models operating in a less 

supervised manner emerged as an alternative 

for text analysis and other advanced analytical 

applications with large datasets. Deep learning 

uses neural networks to analyze data using an 

iterative approach that is more flexible and 

intuitive than those supported by traditional 

machine learning [5]. As a result, text mining 

tools can now better reveal potential similarities 

and associations in text data, even if data 

scientists don't know exactly what they might 

find at the start of a project. For example, an 

unsupervised model might organize data in text 

documents or emails into a set of topics without 

guidance from an analyst [6]. 

 

III. TEXT MINING CHALLENGES 

AND ISSUES  

Text mining tasks are challenging as the data 

used for text mining available on the Internet is 

voluminous, ambiguous, 

inconsistent, and contradictory. The analysis is 

further complicated by differences in syntax 

and semantics, as well as inaccuracies resulting 

from the use of slang, sarcasm, regional 

dialects, and individual vertical-specific jargon. 

Therefore, text mining algorithms must be 

trained to analyze such ambiguities and 

inconsistencies when classifying, labeling, and 
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summarizing text datasets [7]. Additionally, the 

deep learning models used in many text mining 

applications require large amounts of training 

data and computing power, making them 

expensive to run. Inherent bias in datasets is 

another problem, and if data scientists fail to 

detect bias during model development, it can 

lead to erroneous results from deep learning 

tools. 

IV. APPLICATIONS OF TEXT 

MINING IN BUSINESS ANALYTICS 

Following are the applications of text mining 

which can help in various business operations 

in customer support services is one of its 

strategic uses. We are all aware of the 

challenges B2C businesses faces in providing 

their clients with high-quality services. 

Customer service agents are constantly 

barraged with a tonne of requests, which can be 

challenging to manage. The quality of customer 

care services may suffer as a result of the 

excessive data influx [9], that might harm a 

brand's reputation and drive away customers. 

Yet, businesses can dramatically enhance their 

customer care services by using text mining. 

Enterprises may readily evaluate textual data 

acquired from clients in the form of surveys, 

complaint tickets, and other sources thanks to 

the natural language processing capabilities of 

text analytics software. On the basis of the 

customer's inquiries and grievances, the 

analytics programme can subsequently deliver 

an automatic response. This lessens the amount 

of work that employees must do. As a result, 

businesses may enhance the efficacy, 

efficiency, and quality of their customer 

service. 

digital marketing has supplanted conventional 

marketing strategies. The type of ads that are 

run and the locations where they are displayed 

determine whether online ads are successful or 

unsuccessful. Businesses may have the most 

effective marketing strategy and the most 

appealing advertisements, but if these are not 

seen by the right end users, they risk being 

useless[10]. Applications and technologies for 

text mining can help in this situation. 

Businesses can run highly profitable contextual 

web ad campaigns using text mining. They can 

position adverts that are pertinent to the 

material on a webpage by using text mining 

algorithms to analyse the context on the page. 

As a result, there is a higher likelihood that 

users will click on adverts for products 

comparable to those they are currently viewing 

or for information that is relevant to what they 

are reading. For instance, a refrigerator 

advertisement will perform better on a website 

discussing home appliances than it will on a 

website discussing educational needs. 

-crimes: Unfortunately, 

with the increase in internet usage, incidences 

of cybercrimes like phishing and cyber bullying 

also rising exponentially [13]. A cyber-security 

app with text mining capabilities can help 

detect hidden information, such as malicious 

code or scripts, in unstructured messages. This 

may reduce the incidence of cybercrimes like 

phishing. Similar to this, text mining software 

can assist in identifying terms that are 

frequently used for online bullying, threatening 

behaviour, or other hazardous acts. By using 

text mining applications to monitor information 

containing these terms, law enforcement 

authorities or other responsible businesses may 

make sure that incidents of cyber bullying are 

reduced. 

Detecting insurance frauds: False insurance 

claims are a common problem for insurance 

companies. Unstructured data, such as 

customer information, the reason for the 

insurance claim, etc., is essential to the entire 

insurance claim process. It becomes 

challenging for organisations to manage such 

huge volumes of data, process claims swiftly, 

and also guarantee that the claim filed by the 

client is authentic [14]. Enterprises can easily 

manage and analyse client data with the help of 

text mining applications. To ascertain how 

certain words relate to other factors presented 

in a claims report, text mining algorithms can 

examine certain qualitative words. It can then 

decide if the claim is genuine or not. Moreover, 

text mining enables businesses to quickly 
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access and search for information. As a result, 

businesses can promptly handle legitimate 

consumer claims while also keeping an eye out 

for fraudulent ones, protecting them from 

unnecessary financial losses. 

volume of scientific publications is a very 

important resource, but their exponential 

expansion poses a significant issue [15]. A 

literature review, on the other hand, is a crucial 

part of practically any research undertaking. 

More studies have been produced throughout 

time utilising text mining, which improved the 

review of scholarly literature. Text mining 

techniques can identify, group, and classify the 

key themes of a particular academic domain 

and highlight recurrence and popularity of 

topics over a period of time [16]. 

common means of textual communication. 

Since an email account is necessary to access 

any type of online activity, including creating 

accounts for social networking sites and instant 

messaging, it is also inextricably linked to the 

complete internet experience. According to The 

RadicatiGroup, Inc.'s executive summary of 

email statistics report 2012-2019, there will be 

more than 347 billion business and consumer 

emails sent and received daily; by the end of 

2023 [17]. Email mining has been widely used 

to maximise the usage of emails and explore 

their business possibilities. It has seen notable 

advancements in both research and practice. 

meeting transcripts are too lengthy, making it 

impossible to read and analyse the core 

contents; for this reason, it is essential to 

provide a framework that can automatically 

extract the keywords from the meeting 

transcripts. In order to achieve this, Sheeba and 

Vivekanandan suggested a technique in which 

meeting transcripts are used to extract the 

keywords and key phrases [18]. They asserted 

that the presence of synonyms, homonyms, 

hyponyms, and polysemy’s in the transcripts is 

a contributing factor which is difficult to deal. 

knowledge extraction techniques have gained 

popularity across a wide range of sections, from 

science to marketing and commerce, as the 

volume of digital documents has increased 

dramatically [11]. The extraction of knowledge, 

authors represented in their works is the focus 

of several text mining approaches, such as the 

extraction of arguments and opinions. Finding 

and extracting the relevant components from 

textual data (such as articles, short notes, 

tweets, blogs, etc.) is typically the goal of 

knowledge extraction in order to uncover 

hidden information or create new hypotheses. 

For instance, a collection of articles by a single 

author (or group of authors) may contain 

information about the author's writing style, 

reasoning methodology etc. 

Enterprises struggle to manage and retrieve 

information from unstructured data. Businesses 

typically collect data from a variety of sources. 

Managing it in a single, secure location is 

difficult [20]. Data management can be done 

with text mining in a reliable manner. Text 

mining-based data management application 

allows businesses to manage data in a single 

safe database. Similar to this, text mining tools 

can only be used to retrieve information that is 

relevant to the search query. With the use of text 

mining tools, the process of quickly filtering the 

necessary data is made possible. 

Text Mining in Transcripts and Speeches: 

Transcripts are written or printed versions of 

information that was first provided in another 

medium, such as speeches. Therefore, the 

analysis of transcripts can be treated in the same 

manner as the analysis of speeches, as spoken 

words need to be pre-processed through, for 

instance, a voice-recognition API or manual 

transcription[8]. Text mining methods are 

widely used in other disciplines, including 

marketing and political science widely used in 

transcripts whereas economics has traditionally 

is a popular text mining tool that may monitor 

customer opinions about business. Sentiment 

analysis also referred to as opinion mining, 

analyses text from emails, contact centre 

encounters, social networks, online reviews, 
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and other data sources to find patterns that 

indicate whether customers are feeling positive 

or negative. Such information can be used to fix 

product issues, improve customer service and 

plan new marketing campaigns, among other 

things. 

Text mining is also frequently used for other 

purposes, such as selecting candidate for a job 

based on the words used in their resumes, 

filtering spam emails, classifying website 

content, analysing descriptions of medical 

symptoms to help with diagnoses, and looking 

through corporate documents as pa features 

similar to those offered by search engines and 

enterprise search platforms are also provided by 

text mining applications; however they are 

typically only a component of higher level text 

mining applications rather than a standalone 

programme.rt of electronic discovery 

procedures[22]. Information retrieval features 

similar to those offered by search engines and 

enterprise search platforms are also provided by 

text mining applications; however they are 

typically only a component of higher level text 

mining applications rather than a standalone 

programme. 

V. CONCLUSION: 

Text mining is a crucial component of business 

analytics that assists individuals and 

organisations in more effectively evaluating 

stored text in order to improve decision-

making, boost customer satisfaction, and gain a 

competitive edge. It offers higher depth of 

understanding into the developing business area 

and extracts more useful data for business 

analytics, making it superior than data mining. 

Its major goal is to extract new information 

from a variety of previously not considered or 

unaddressed raw text sources. Text mining uses 

a variety of tools and technology to assist an 

enterprise's decision-making system and 

continuously generates warnings on market 

shifts, mergers, subpar performance, and 

competition that help the company take 

corrective, quantifiable, and preventive action. 
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Abstract: Dementia is a serious cognitive impairment issue which has an impact on not only memory of the 

affected person but thinking, behaviour and ultimately on the daily life.  Dementia is a single term which 

represents group of cognitive decline symptoms. Dementia impairs a person especially elderly person after 

the age of 60. The advanced stage of dementia is very ruthless to handle for a person as well as his family.  

Early detection of dementia stands the need of the hour which is very difficult. Here comes the role of Artificial 

Intelligence or Machine Learning. Dementia can be detected using machine learning techniques which 

ultimately has a greater contribution to the prediction of dementia at early stage. Machine Learning can be 

patient specific prediction of mild cognitive impairment by the use of various algorithms like support vector 

machine, logistic regression, Navie Bayes,A machine learning model can simultaneously work on multimodal 

data like neuroimaging, genetic testing, and cerebrospinal fluid biomarkers to enhance the results of dementia 

prediction.  This paper makes an attempt to review the different algorithms used in machine learning which 

can make the detection and prediction of dementia easy.  

Keywords: Dementia, Artificial Intelligence, Machine Learning, support vector machine, logistic regression. 

 

I. INTRODUCTION:  

Dementia is a general term representing 

very serious illness or impairment of brain 

of the affected person which can lead to 

serious problems in a person’s life along 

with his family.  Dementia is generally 

detected at a very latter stage and till the 

treatment for the problems start person 

starts degrading in all the cognitive, 

behavioural and thinking capabilities which 

are the most important functions of brain.  

A small name but very notorious effects of 

dementia are very important to be detected 

early stages of life so that the treatment or 

medical help can be started immediately 

which ultimately can just help to prolong 

the hazardous effects of dementia.  Early 

detection of dementia which by the means 

of early intervention can slow the 

progression of the disease which can avoid 

serious issues like accidents, falls, mental 

illnesses like risk of being disoriented and 

confused.   

Dementia is known just as a problem for 

elderly people due to their biological age 

progression but the main reason of 

dementia and its impact is still not taken 

well cognizance of or identified or reported 

properly. With the highly evoluting 

computer science field, scientists have 

come up with many high computing 

algorithms working on complex data.  

Dementia is basically divided in to three 

categories: 

1. Cognitive impairment which 

includes loss of memory, difficulty 

in speech, difficulty in decision 

making, cerebral coordination 

issues.  

2. Psychiatric dysfunctions and 

behavioural problems where 

problems like depression, 

agitations and hallucinations.  

3. Third category includes the 

performing daily activities. 

Degenerative dementia is a 

neurological/brain illness that primarily 

affects elderly people. It happens when 

cognitively important neurons in particular 

regions of the brain are harmed or lose their 

activity. Seven phases are used to 

categorise the severity of dementia: 

impairment, very mild decline, mild 
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decline, moderate decline, fairly severe 

decline, severe decline, and very severe 

decline. Although though dementia's 

origins are unknown, research shows a 

connection between the disease's signs and 

the accumulation of dangerous proteins 

called amyloid and tau in the brain. [1]. 

Diagnosis of dementia at an early stage is a 

very tricky task. The analysis of large and 

complex data is to be done to detect and 

predict dementia.  It was the need of the 

hour to develop a model with the 

applications of machine learning to work 

on such a large and complex data.   

 

II. REVIEW OF LITERATURE 

According to World Health organization 

report [2] Facts that are important 

Dementia is a situation in which cognitive 

ability declines more quickly than may be 

anticipated from the typical effects of 

biological ageing. Despite the fact that 

dementia primarily affects older people, it 

is not a natural part of ageing. There are 

already more than 55 million dementia 

sufferers in the world, and ten million new 

cases are reported each year. Dementia is a 

result of numerous conditions and trauma 

that either directly or indirectly impact the 

brain. The most prevalent type of dementia, 

which accounts for 60–70% of cases, is 

Alzheimer's disease. 

One of the main causes of disability and 

dependency among older people 

worldwide, dementia is currently the 

seventh highest cause of death among all 

diseases. 

Charllotejames et al. [3] in their paper have 

done a study on 15,307 patients without 

dementia at baseline to perform secondary 

analysis of factors that can be used to 

perform dementia prediction The work put 

into practise four machine learning 

algorithms: logistic regression (LR), 

support vector machine (SVM), random 

forest (RF), gradient-boosted trees (XGB). 

These algorithms carry out a classification 

task, identifying participants as belonging 

to class 0 (predicted to remain dementia-

free 29 months from baseline) or class 1 

(predicted to experience incident dementia 

within 29 months of baseline). The results 

drawn showed that 12,136 attendees had 

dementia at baseline, 4557 attendees did 

not have any follow-up data, and 573 

attendees who had their first follow-up 

more than 29 months.   

Mitchell AJ, Shiri-Feshki M. [4]in their 

medical study did meta analysis of 

inception cohort studies to calculate the risk 

of developing dementia in the patients 

having mild cognitive impairment.  The 

study identified 41 robust group  having 

mild cognitive impairment at baseline.  The 

analysis resulted to conclusion that many 

people even after having MCI did not 

progress to dementia while some were 

found having Alzheimer’s dementia 

whereas some were found having vascular 

dementia.    

Zhan Y et al. [5]discussed that the early 

detection of conversion to Alzheimer's 

disease (AD) has become a crucial concern 

because AD is one of the most devastating 

progressive neurodegenerative illnesses 

affecting the elderly. The study used data 

from magnetic resonance imaging and 

positron emission tomography where 

multimodal support vector machines was 

used to determine the transition from 

moderate cognitive impairment (MCI) or 

Alzheimer's disease (AD). The participants 

included two separate grous from the 

Alzheimer's Disease Neuroimaging 

Initiative (ADNI) database (Training set: 

121 AD patients and 120 normal controls 

(NC); Testing set: 20 NC converters and 20 

NC non-converters). The multimodal 

findings revealed that the classification 

between NC converters and NC non-

converters had accuracy, sensitivity, and 

specificity values of 67.5%, 73.33%, and 

64%, respectively. 

Daoqiang Zhang, [6] in their paper 

discussed about variables from multi-

modal data. They suggest a general 

methodology called multi-modal multi-task 

(M3T) learning. The variables comprises of 

categorical factors as well as the clinical 

variables utilised for regression, with 

distinct tasks corresponding to the 

prediction of different variables. The 
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approach specifically consisted of two 

essential parts: a multi-task feature 

selection that chooses the common subset 

of pertinent features for multiple variables 

from each modality, a multi-modal support 

vector machine that combines the features 

from all modalities to predict multiple 

(regression and classification) variables. 

Using baseline MRI, FDG-PET, and 

cerebrospinal fluid (CSF) data from 45 AD 

patients, 91 MCI patients, and 50 healthy 

individuals. The paper worked on  two sets 

of trials to validate the technique. On 

baseline MRI, FDG-PET, and 

cerebrospinal fluid (CSF) data from 45 AD 

patients, 91 MCI patients, and 50 healthy 

controls, we conduct two sets of trials 

(HC). In the first set of experiments, we use 

baseline MRI, FDG-PET, and CSF data to 

estimate two clinical variables, including 

the Mini Mental State Examination 

(MMSE) and the Alzheimer's Disease 

Assessment Scale-Cognitive Subscale 

(ADAS-Cog), as well as one categorical 

variable (with a value of "AD," "MCI," or 

"HC."). In the second set of studies, we 

extrapolate baseline MRI, FDG-PET, and 

CSF data to predict the 2-year changes in 

MMSE and ADAS-Cog scores as well as 

the transformation of MCI into AD.  

Baiying Lei et.al. [7]observed  that the 

majority of the earlier studies mainly 

concentrated on the FC generated from R-

fMRI time series among various brain 

areas. It has also been observed that women 

are more likely than men to have MCI, and 

the chance of developing MCI rises with 

age. Moreover, graph learning can 

successfully use this information in the 

purpose of MCI detection. As a result, the 

performance of EMCI detection can be 

improved by combining demographic 

information (such as age and gender). All 

subjects are represented by an MCI-graph, 

a sparse network with each vertex 

representing a subject's traits and the edges 

containing both those features and 

demographic data. The paper proposes a 

unique Multi-scale enhanced(MSE)-Graph 

Convolution Network(GCN)  model to take 

advantage of the characteristics of each 

subject and data related to subjects for MCI 

identification.  A Structural 

connectivity(SC) network is then created 

using DTI and an Functional 

Connectivity(FC) network using R-fMRI. 

The performance of a single model is then 

improved using complimentary data 

discovery and fusion techniques using both 

FC and SC information. 

JananiVenugopalan et.al [8]discussed and 

investigated the issue of mild cognitive 

impairments and Alzheimer's disease (AD) 

(MCI). To classify patients into AD, MCI, 

and controls, the researchers employed 

deep learning (DL) to comprehensively 

examine imaging (magnetic resonance 

imaging [MRI]), genetic [single nucleotide 

polymorphisms [SNPs]], and clinical test 

data (CN). In this paper, we use 3D-

convolutional neural networks (CNNs) for 

imaging data and stack denoising auto-

encoders to extract features from clinical 

and genetic data. The top-performing 

characteristics that the deep models learnt 

through clustering and perturbation 

analysis were also identified by the authors 

using a novel data interpretation technique. 

The paper demonstrates that deep models 

outperform shallow models, such as 

support vector machines, decision trees, 

random forests, and k-nearest neighbours, 

using the Alzheimer's disease 

neuroimaging initiative (ADNI) dataset. As 

a result of the models have identifed 

hippocampus, amygdala brain areas, and 

the Rey Auditory Verbal Learning Test 

(RAVLT) as top distinguished features, 

which are consistent with the known AD 

literature. Authors demonstrate that 

integrating multi-modality data 

outperforms single modality models in 

terms of accuracy, precision, recall, and 

meanF1 scores. In the study of the research 

paper, authors report  the potential of DL 

for multi-modal data fusion as a conclusion 

which  includes : 

• Deep-models outperform shallow models 

for single-modality Alzheimer’s stage 

prediction. 
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• Novel DL framework for multi-modality 

data fusion outperforms single-modality 

DL. 

•Novel perturbation and clustering-based 

feature extraction assisting DL model 

interpretations are capable of AD stage 

prediction. 

• Application of 3D convolutional neural 

network architecture for MRI image data 

benefits the AD analysis. 

Müller et al. [9]discussed the problem of 

Dementia and an increase in the population 

of older people, as well as longer lifespans 

mean that numbers of dementia cases are 

exponentially rising.  europathological 

changes associated with dementia are 

thought to appear before the clinical 

manifestation of cognitive symptoms, i.e., 

memory impairments. Further, some older 

adults (OA) experience cognitive decline 

before it can be objectively diagnosed. For 

optimal care of these patients, it is 

necessary to detect cognitive decline and 

dementia at an early stage. In this vein, 

motor, sensory, and neurophysiological 

declines could be promising factors if 

found to be present before the onset of 

cognitive impairment. The authors aim was 

to detect possible motor, sensory, 

electroencephalogical, and cognitive 

predictors to develop a screening tool for 

dementia and its pre-stages in older adults, 

aged ≥80 years. Thus, affected individuals 

could receive optimal health care at an 

earlier stage to better maintain their health 

resources.  From the study they have make 

some conclusions with some limitations on 

their study of the problem. Nevertheless, 

some study limitation have to be 

mentioned. First, cognitive decline will be 

determined based on the results of 

cognitive instruments (MoCA and 

CERAD-Plus) and not based on imaging or 

cerebrospinal fluid measures [10]. Next, 

participation in the study is voluntary and 

the participants have to come to the labs by 

themselves. This may lead to an inadvertent 

recruitment of persons with higher 

cognitive or physical performance levels. 

Due to the funding period of 3 years and the 

different time points of study recruitment, 

it is not possible to observe cognitive 

decline of the participants over an extended 

period. Despite of the use of reliable and 

valid instruments to detect predictors for an 

early screening tool for cognitive decline, 

practice effects cannot be excluded 

completely. In spite of these limitations, a 

longitudinal design clearly outweighs a 

cross-sectional one. The present study is 

one of few studies [11] [12] investigating 

cognitive, motor, sensory, and 

neurophysiologic markers in combination 

to develop a multi-dimensional instrument 

to predict cognitive decline or dementia. 

JiaYou,et.al[13] studied the existing 

dementia risk models. During their study it 

is found that the models are  limited to 

known risk factors and traditional statistical 

methods. Authors aimed to employ 

machine learning (ML) to develop a novel 

dementia prediction model by leveraging a 

rich-phenotypic variable space of 366 

features covering multiple domains of 

health-related data. They have 

implemented a data-driven strategy to 

identify predictors from 366 candidate 

variables covering a comprehensive range 

of genetic and environmental factors and 

developed the ML model to predict incident 

dementia and Alzheimer’s Disease (AD) 

within five, ten, and much longer years 

(median 11.9 [Interquartile range 

11.2−12.5] years). They were studied the 

different models comparatively. During a 

follow-up of 5,023,337 person-years, 5287 

and 2416 participants developed dementia 

and AD, respectively. A novel UKB 

dementia risk prediction (UKB-DRP) 

model comprising ten predictors including 

age, ApoE e4, pairs matching time, leg fat 

percentage, number of medications taken, 

reaction time, peak expiratory flow, 

mother’s age at death, long-standing 

illness, and mean corpuscular volume was 

established.  

Our prediction model was internally 

evaluated based on five-fold cross-

validation on discrimination and 

calibration, and it was further compared 

with existing prediction scales. The UKB-

DRP model can achieve high 
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discriminative accuracy in dementia (AUC 

0.848 § 0.007) and even better in AD (AUC 

0.862 § 0.015). They were developed a  

ML-based UKB-DRP model incorporated 

ten easily accessible predictors with solid 

predictive power for incident dementia and 

AD within five, ten, and much longer years, 

which can be used to identify individuals at 

high risk of dementia and AD in the general 

population. 

Jungyoon Kim 1 and Jihye Lim, 

[14]studied the use of data from 7031 

people aged over 65 who were obtained 

from the Korea National Health and 

Nutrition Examination Survey 

(KNHANES) between 2001 and 2005 to 

apply a deep neural network (DNN) to the 

prediction of dementia using health 

behaviour and medical service 

consumption data. Principal component 

analysis (PCA) highlighting and min/max 

scaling are utilised in the proposed model 

to preprocess and retrieve pertinent 

background features.  

In the proposed model authors were 

examined five well-known machine 

learning methods with their own suggested 

methodology, a DNN/scaled PCA. The 

area under the curve (AUC) is 85.5% when 

using the suggested methodology, which is 

a higher percentage than when using 

alternative algorithms. Both patients and 

clinicians can employ the suggested early 

dementia pre-screening approach. 

The rising incidence of dementia among the 

ageing Korean population will swiftly 

place a financial strain on society, yet 

prompt detection of dementia's early 

warning signs and appropriate responses to 

its emergence might improve medical care. 

Clinical data are less readily available than 

data on health behaviour and use of medical 

services, therefore a prescreening tool with 

readily available data could be an useful 

answer for issues relating to dementia. 

Carol Y Cheung,et.al[15]did multicentre 

case-control study.  There is no 

straightforward method to detect 

Alzheimer's disease, in part because the 

condition is difficult to diagnose and 

sometimes necessitates costly and 

occasionally intrusive procedures that are 

uncommon outside of highly specialized 

healthcare settings. Our goal was to create 

a deep learning system that could only 

detect Alzheimer's disease-related 

dementia using retinal photos, which is the 

most popular non-invasive way of 

examining the retina.Authors collected data 

from 11 studies that enrolled patients with 

Alzheimer's disease-dementia and people 

without disease from various countries to 

train, validate, and test a deep learning 

algorithm to detect Alzheimer's disease-

dementia from retinal photographs. The 

main goal of this study was to create a 

bilateral model that could recognize 

dementia-related to Alzheimer's disease 

just from retinal images. Using retinal 

images from six researches, authors created 

and internally validated the bilateral deep 

learning model. To extract features from 

the photos, built the model around the 

EfficientNet-b2 network. For each person, 

integrated characteristics from four retinal 

photos (macula- and head-centered fields 

from both eyes' optic nerves) were utilised 

to create supervised deep learning models 

and give the network access to 

unsupervised domain knowledge. From the 

study it was observed that A retinal 

photograph-based deep learning algorithm 

can detect Alzheimer’s disease with good 

accuracy, showing its potential for 

screening Alzheimer’s disease in a 

community setting. 

 

III. MACHINE LEARNING 

ALGORITHMS USED  IN 

DEMENTIA DETECTION AND 

PREDICTION: 

1. Support Vector Machines 

(SVMs): In machine learning, SVMs 

are frequently employed for 

classification problems. SVM’s work 

on binary or multiple-class 

classification problems. SVM’s divide 

the data points into various classes by 

creating a hyperplane. SVM’s have 

been successfully applied to dementia 

prediction.[16] 
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2. Random Forest (RF): is an 

ensemble learning technique that uses 

decision trees and is used for 

classification and regression 

applications. Building numerous 

decision trees, then averaging the 

outcomes to produce forecasts, is how 

RF operates. It has been demonstrated 

that RF is effective at predicting 

dementia.[17] 

3. Neural Networks (NNs): 
These machine learning algorithms are 

modelled after the way that the human 

brain is organised. Classification, 

regression, and grouping are just a few 

of the activities that NNs can be 

utilised for. 

4. Logistic Regression: Binary 

classification tasks can be performed 

using the statistical model of logistic 

regression. Using clinical and 

demographic information, it has been 

used to anticipate the onset of 

dementia.[18] 

5. Convolutional Neural 

Networks (CNNs): CNNs are a 

subclass of neural networks that excel at 

classifying images. Based on the results 

of brain imaging, they have been used 

to categorise patients who have 

dementia. 

6. Long Short-Term Memory 

(LSTM) Networks: These recurrent 

neural networks operate well for jobs 

requiring sequence prediction. Based 

on longitudinal data, they can been used 

to forecast the onset of dementia. 

 
IV. CONCLUSION 

The paper on reviewing many research 

papers and studies comes to a 

conclusion that machine learning 

algorithms have shown promising 

results in detecting dementia. These 

algorithms have been trained on various  

imaging modalities such as MRI, 

pathlab data, cognitive tests and genetic 

history data.  

The use of machine learning in 

dementia detection can aid in the early 

diagnosis of the disease, which is 

crucial for effective treatment and 

management. Machine learning 

algorithms have shown high accuracy 

in distinguishing between healthy 

individuals and those with dementia, as 

well as in predicting the progression of 

disease.  

The use of machine learning algorithms 

can help reduce the subjectivity of 

diagnosis and provide a more objective 

and standardized approach to diagnosis. 

This can lead to improved outcomes 

and more personalized treatment plans 

for individuals with dementia.  

It can very well be concluded that use 

of machine learning in dementia 

detection holds great potential in 

advancing our understanding of the 

disease and improving diagnostic 

accuracy, which can ultimately lead to 

better care and outcomes for those 

affected by dementia. 
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Abstract: Mental health is a serious problem because it has a major impact on the physical health of 

individuals. The increase in mental health problems and the need for effective medical care have led to an 

investigation of machine learning that can be applied to mental health problems. The goal of this article is to 

review existing research on applications of machine learning techniques. To this end, we collected research 

articles and studies that address machine learning approaches to predicting mental health problems. 

Keywords: Machine Learning, Deep Learning, Mental Disorders, Support Vector Machines, Random 

Forests.

INTRODUCTION 

The World Health Organization estimates 

that more than 0.8 million individuals die 

by suicide each year. Suicide is the tenth 

largest cause of death worldwide. During 

the COVID-19 pandemic lockdown, 

clinical psychologists and academic 

researchers encounter an increasing 

number of mental health issues and their 

exposure to social media platforms. The 

epidemic has long-term effects on people's 

wellbeing and mental health.Handling 

these mental health problems are so 

important as with worsening of mental 

conditions humans are at risk of being 

detrimental.  

Machines learning have shown great 

promise in predicting mental disorders. By 

analyzing large data sets, machine learning 

algorithms can identify patterns and 

relationships that may not be immediately 

apparent to human clinicians.The goal of 

machine learning is to enable computers to 

learn from data, recognizepatterns, and 

make predictions or decisions based on this 

knowledge This can potentially lead to 

earlier and more accurate diagnosis of 

mental disorders, as well as more 

individualized treatment plans. A common 

application of machine learning in mental 

health is in predicting the onset of certain 

disorders. For example, machine learning 

algorithms have been used to predict the 

risk of developing schizophrenia or 

depression based on factors such as 

genetics, demographics, and clinical 

symptoms. These models have been shown 

to be highly accurate in predicting the risk 

of developing these disorders, allowing for 

earlier intervention and preventative 

measures. By analyzing patient data, 

machine learning algorithms can predict 

which treatments are most likely to be 

effective for individual patients. This can 

lead to more personalized treatment plans 

and better patient outcomes.  

Deep learning is a subfield of machine 

learning that uses artificial neural networks 

(ANNs) with multiple layers to solve 

complex problems. The term "deep" refers 

to the fact that these neural networks have 

many layers, which allows them to learn 

complex representations of the input data. 

Deep learning algorithms are able to learn 

from large amounts of data and 

automatically extract meaningful features 

from raw input data such as images, text, 

and sound. This makes them particularly 

useful for tasks such as image and speech 
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recognition, natural language processing, 

and autonomous vehicles. Deep Learning 

has revolutionized several industries, 

including healthcare, finance and 

transportation, by enabling more accurate 

predictions and insights. For example, it 

has been used to diagnose diseases from 

medical images, detect fraudulent 

transactions in financial systems, and 

improve the safety and efficiency of 

autonomous vehicles. 

Literature Review 

Chung and Teo[1] focus on the fact 

thatmental health data is very challenging 

problem. Machine learning algorithms will 

affect the performance of the classification. 

In this work the planning phase is 

conducted by searching and analysis phase. 

In newer Machine learning model vary 

depending on data samples obtained and 

the features of data. Machine learning 

models are affected by preprocessing 

activities. In this paper machine learning 

approach is used to predict mental disorders 

like schizophrenia,depression and 

anxiety,bipolar disorder and posttraumatic 

stress order. 

Imanol.P.Arribas et.al.[2] discussed 

specially about distinguishing of bipolar 

disorder and borderline personality 

disorder. To serve the purpose mood data 

was captured from several individuals. 

Signature-based machine learning model to 

is used to re-analyse data obtained from a 

clinical study that classified the diagnosis 

of participants with bipolar disorders and 

borderline personality disorders and 

healthy volunteers.75% of participants 

were categorized into correct diagnostic 

group using this signature based model. 

This analysis uses signature feature set 

combined with random forests to study self 

reported mood data. 

C.Su,et al.[3] presented the fact that mental 

illnesses are highly prevalent and it have 

shown an impact on an individual’s Mental 

Health. Deep Learning being most recent 

generation in AI has shown significant 

performance in many real world 

applications including health care. This 

paper studied existing research on 

applications of DL algorithms in mental 

health. Study divided those applications in 

4 groups, Diagnosis and prognosis based on 

clinical data, analysis of genetics and 

genomics data for understanding mental 

health conditions, vocal and visual 

expressions data analysis for disease 

detection and estimation of risk of mental 

illness using social media data. Challenges 

and opportunities in those groups are also 

discussed. Paper highlighted results and 

illustrated the applicability and promise of 

DL in improving the diagnosis and 

treatment of patients with mental health 

conditions. 

Leightley et al., [4] proposed an evaluation 

of  supervised machine learning (ML) 

classifiers for the identification of probable 

PTSD in those who are serving, or have 

recently served in the United Kingdom 

(UK)Armed Forces. Supervised ML 

classification techniques were applied to a 

military cohort of 13,690 serving and ex-

serving UK Armed Forces personnel to 

identify probable PTSD based on self-

reported service exposures and a range of 

validated self-report measures. Data 

collected between 2003 and 2009.The 

predictive performance of supervised ML 

classifiers to detect cases of probable PTSD 

were encouraging when compared to a 

validated measure, demonstrating a 

capability of supervisedML to detect cases 

of probable PTSD. Paper presented a 

conclusion that Detection of probable 

PTSD based on self-reported measurement 

data is feasible, maygreatly reduce the 

burden on public health and improve 

operational efficiencies by enabling 

earlyintervention, before manifestation of 

symptoms. 

Andrew Danowitz and Kacey Beddoes[5] 

in this paper surveyed which composed of 

portions of preexisting mental health 

surveys thatare widely used for measuring 

population of mental health. Instrument 

used are Kessler 6 and Patient health 

questionnaire(PHQ) are used for this 
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purpose. Data Analysis was conducted 

using R programming in RStudio. The 

target for this study is engineering students 

as their age group is considered as most 

stressed. This work generated 

comprehensive understanding of student 

mental health and well-being in 

engineering. 

Rohizah.A,R et.al [6] presented a critical 

assessment analysis on mental health 

detection in online social networks (OSNs) 

based on the data sources, machine learning 

techniques and feature extraction method. 

Big data in OSNs contribute on mental 

health mental health problem detection. 

Sujalet al discussed [7] Mental disorders 

are becoming more common for the 

employees due to stress in the workplace. 

Mental disorders can cause personality 

disorders, anxiety disorders, phobias, 

psychotic disorders, depression, mood 

disorders, eating disorders and some 

more. In this paper, the author analyzed 

the causes of mental illness in workers 

using the Open Sourcing Mental Illness 

(OSMI) Mental Health in Tech Survey 

dataset. The analysis of the severity of 

mental illness in workers is conducted 

based on various factors or attributes. The 

main goal of analyzing data is to educate 

the public about mental illness in the 

workforce and thus help reduce mental 

health problems. This paper supports and 

advises on the causes of severe mental 

health behaviors and helps prevent 

unfortunate events due to various factors 

in a work environment. Paper also 

provides an assessment of the impact on 

employees in technical and non-technical 

companies. 

Stevie and Chaudhary[8]presented analysis 

about presence of mental disorders over 

social media. As Social media can also be 

used to model mental well-being, and for 

understanding health outcomes. Computer 

scientists are now using quantitative 

techniques to predict the presence of 

specific mental disorders  such as 

depression, suicidality, and anxiety. This 

research promises great benefits to 

monitoring efforts, diagnostics and 

intervention design for these mental health 

statuses. There is no standardized process 

for evaluating the validity of this research 

and the methods adopted in the design of 

these studies. Author conducted a 

systematic literature review for predicting 

mental health status using social media 

data, focusing on characteristics of the 

study design, methods, and research design.  

Ahmed et al [9] focused on the fact that 

depression and anxiety effects normal day 

to day tasks. Work in this paper proposed 

data preprocessing before applying five 

machine learning techniques: convolution 

Neural Network, Support Vector machine, 

Linear Discriminant analysis, K-nearest 

Neighbor and Linear Regression. The 

performance metric of each algorithm were 

compared to find best algorithm to detect 

severity of anxiety or depression. Highest 

accuracy was obtained for depression by 

CNN as 96.8% and 96% for anxiety. 

C. D. Katsis et al [10] Anxiety disorders are 

psychiatric disorders characterized by 

constant and abnormal anxiety that 

interferes with activities of daily living. 

Their high prevalence has drawn attention 

to the development of new and efficient 

strategies for their treatment. INTREPID is 

used to detect a person's affective state 

based on 5 predefined classes(relaxed, 

neutral, frightened, anxious, and very 

anxious) using physiological data collected 

with noninvasive technologies (blood 

volume, pulse, heart rate, galvanic skin 

response, and respiration). The system is 

validated using data obtained through an 

emotion arousal experiment based on the 

International Affective Picture System. 

Four different classification algorithms 

were implemented (Artificial Neural 

Networks, Support Vector Machines, 

Random Forests and a Neuro-Fuzzy 
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system). The overall classification 

accuracy obtained is 84.3%. 

 

R.A.Rahman et al.[11] showed 

comparative performance of ML 

algorithms based on stress, suicidal 

ideation, distress and depression. This 

paper explored the adequacy, challenges 

and limitations of a mental health problem 

detection based on online social networks. 

Analysis consists of the data source, the 

feature extraction method ad classifier 

performance using machine learning 

Techniques. 

Methods 

As we know machine learning is a 

technique that aims to construct those 

systems that can improve through 

experience by using advanced statistical 

and probabilistic techniques. Researchers 

are acquiring important information from 

data  provided, personalized experiences 

and develop automated and intelligent 

systems. Machine learning uses supervised 

and unsupervised techniques. Using these 

data is classified accordingly.In this paper 

the planning phase is conducted and 

followed by the searching and analysis 

phase. Then findings will be highlighted. 

In one of the research conducted by Jo et 

al.[19] to predict schizophrenia, they used 

network analysis first by finding network 

properties and built using probabilistic 

brain tractography.Later on classified using 

Machine Learning algorithm. Highest 

accuracy was achieved by Random Forests 

with an accuracy of 68.6% then 

multinomial naïve bayes with an accuracy 

of 66.9%. then XG  Boost score is 66.3% 

and support vector machine with 58.2% 

accuracy. 

In another Review paper by 

Srinivasagopalan et al. [17]  for prediction 

of schizophrenia used Deep Learning 

model to diagnose diseases.The results 

showed highest accuracy 94.44% whereas 

random forest recorded 83.33%  followed 

by logistic regression with an accuracy of 

82.77% and Support vector machine with 

82.68%.  

In review paper by Sau and Bhakta 

predictive model for diagnosing the anxiety 

and depressions in elderly patients with 

machine learning technology [12]. 

According to the table I, the highest 

prediction accuracy was obtained by 

Random forest with 89% and lowest 

prediction accuracy was achieved by 

Logistic Regression.  

Classifier Accur

acy Bayesian Network 79.8 

Naïve Bayes 79.6 

Logistic Regression  72.4 

Multiple Layer Perceptron  77.8 

Sequential minimal 

optimization 

75.3 

K-star 75.3 

Random Subspace  87.5 

J48 87.8 

Random Forest 89.0 

Random Tree 85.1 

Table 1:Evaluation metrics of ten 

classifiers to predict anxiety and depression 

among elderly patients. 

Another Machine learning algorithm for 

prediction of Posttraumatic  Stress Disorder 

identified among military forces in united 

kingdom. Lightley et al.[4] studied data 

from 2004 to 2009 and applied various 

Machine Learning algorithms for 

prediction. It is observed that Random 

Forest has achieved highest accuracy of 

97% while bagging achieved 95% and 

support Vector machine achieved 91% 

accuracy. The artificial neural network 

achieved lowest accuracy 89%. 

Another Machine learning approach used 

in prediction of PTSD is conducted by  

Papini et al.[15] It utilized clinical data  

psychological questionnaires. A machine 

learning algorithmgradient-boostdecision 

tress has been built and applied due to its 

capacity in handling non linear featured 
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data. Accuracy of this algorithm came out 

to be 78%. 

Also to predict PTSD Marmar et al.[26] 

collected and gathered speech samples 

from warzone exposed veterans. Random 

forest showed highest accuracy 89.1%. 

 

 

Critical Analysis 
This paper attempts to make a review of 25 

research papers which are evaluated in 

terms of  machine learning techniques or 

approaches in predicting mental disorders. 

Mental disorders which are considered for 

this review paper are Schizophrenia, 

Depression and Anxiety and Posttraumatic 

Stress disorder. Different machine learning 

algorithms are applied for the purpose and 

compared accordingly.  

Studied algorithms are tabulated into table 

2 for quick analysis.In this review paper 

sample data sets that were considered by 

authors for prediction purpose are small in 

size below 100 subjects. When predicting 

mental disorders it can be clearly seen that 

machine learning models such as random 

forests and support vector machines deliver 

excellent performance in terms of accuracy 

and are most popular choice to be applied.  

Random Forest has provided great 

accuracy in Greenstein et al [21] and 

Srinivasagopalan et al [17] .,but Jo et al., 

[19] showed low accuracy obtained by 

Random Forest. Whereas deep learning 

gave excellent accuracy 94.44% in 

classifying Schizophrenia and Support 

Vector Machine performed excellent in 

classifying Schizophrenia as stated by 

Yang et al.,[20] and Srinivasagopalan et al 

[17] . 

In classifying Depression and Anxiety 

machine learning Convolution neural 

network has obtained highest accuracy for 

anxiety as well as depression by Ahmed et 

al[9],where as Random forest and Support 

vector machine perform very well in 

classifying depression and anxiety as stated 

by Sau and bhakta [12],Katsis et al.,[10] , 

and Herbert et al.[22] 

While predicting PTSD Random Forest 

have shown excellent performance in paper 

leightly et al.,[4] with accuracy of 97%. 

Author also used Support vector machine 

and obtained satisfying accuracy 

89.1%.Marmar et al. [26] also applied 

random forest to predict PTSD individual 

and obtained 89.1% accuracy. In order to 

develop more accuracy with predictive 

tools, data such as sociodemographics  

speech medical report profiles etc can be 

used. In the approach where data have a 

larger volume, deep learning algorithms 

can be useful. Vast number of research 

opportunities are there for classification 

and prediction analysis in the mental health 

data. 
Author, Year Mental Health 

Problem 

Machine Learning model used and Performance 

accuracy 

Greenstein, 2012 [21] Schizophrenia Random Forest Accuracy 73.7% 

Yang et al. 2010 [20]  Schizophrenia Support Vector Machine  

i) 0.82 with functional magnetic resonance imaging  

ii) 0.74 with single nucleotide polymorphism. 

Jo et al.2021 [19] Schizophrenia i) Random forest : 68.9% 

ii) Multinomial Naïve Bayes : 66.9% 

iii) XGBoost :66.3% 

iv) Support Vector Machine  58.2% 

Srinivasagopalan et 

al., 2019 [17] 

Schizophrenia i) Deep Learning : 94.44% 

ii) Support vector machine : 82.68% 

iii) Random Forest 83.33 % 

iv) Logistic Regression : 82.77 % 

Plaschke et al 2017 

[28] 

Schizophrenia Support Vector Machine 68% 
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Pinaya et al 2017[29]  Schizophrenia i) Deep Belief network:73.6% 

ii) Support vector machine: 68.1% 

Checkroud et al 

2016[31] 

Depression Gradient Boosting 64.4% 

Sau and bhakta 2017 

[12] 

Depression and 

Anxiety 

i) Bayesian network: 79.8% 

ii) Naïve Bayes :79.6% 

iii) Logistic regression :72.4%  

iv) Multilayer Perceptron: 77.8% 

v) Sequential minimal Optimization : 75.3% 

Ahmed et al., 2019[9] Depression and 

Anxiety 

i) Convolution Network : 96% for anxiety 

ii) Convolution Network : 98% for anxiety 

Hilbert et al 2017[22] Anxiety  i) Support vector machine 90.10% for case 

classification. 

Katsis et al. 2011[10] Anxiety i) Artificial Nueral Networks : 77.3% 

ii) Random Forest : 80.83% 

iii) Neuro-Fuzzy systems: 84.3% 

iv) Support Vector Machine: 78.5%  

Conrad et al., 2017 

[32] 

PTSD i) Random Forest : 77.25% 

ii) Linear Regression : 75.36% 

Saleminen et al.,2019 

[31] 

PTSD i) Support Vector Machine : 69% 

Papini et al., 2017 

[15] 

PTSD i) Gradient Boosted decision trees : 78% 

Marmar et al., 2019 

[26] 

PTSD i) Random Forest : 89.1% 

Rangprakash et al., 

2017 [30] 

PTSD i) Support Vector Machine : 83.59% 

Leightley et al. 2018 

[4] 

PTSD i) Support Vector Machine :91% 

ii) Random Forest : 97% 

iii) Artificial neural networks 89% 

iv) Bagging : 95% 

 

Conclusion  

Machines learning have shown great 

promise in predicting mental disorders. By 

analyzing large data sets, machine learning 

algorithms can identify patterns and 

relationships that may not be immediately 

apparent to human clinicians. This can 

potentially lead to earlier and more accurate 

diagnosis of mental disorders, as well as 

more individualized treatment plans.  

A common application of machine learning 

in mental health is in predicting the onset of 

certain disorders. The models have been 

shown to be highly accurate in predicting 

the risk of developing these disorders, 

allowing for earlier intervention and 

preventative measures. By analyzing 

patient data, machine learning algorithms 

can predict which treatments are most 

likely to be effective for individual patients. 

This can lead to more personalized 

treatment plans and better patient 

outcomes.However, the use of machine 

learning in mental health also presents 

challenges and limitations.  

Overall, machine learning has the potential 

to significantly improve the prediction and 

treatment of mental disorders. However, it 

is important to proceed with caution and 

consider the potential risks and limitations 

of these technologies. Not only challenges 

and limitations faced by the researchers 

need to be managed with proer care to 

achieve satisfactory results that could 

improve the decision making. 
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Abstract: -Schizophrenia (SZ) is one of the mental illness disorder. The symptoms of this disease is initially 

normal but it becomes more rigorous over time.Diagnosis of the disease is done but not accurately.If the 

diagnosis of disease is done at earlier stage with Machine Learning, progression of symptoms of disease can 

be slowed down. In this paper,we study the Schizophrenia disease,its symptoms and the related work on the 

Schizophrenia disease using Machine Learning. 

Keywords:-Schizophrenia, MRI, Delusion, Hallucination, Dementia. 

I. Introduction 

              There is no single person who can 

be credited with coming across 

schizophrenia. Since the 19th century, there 

have been many medical professionals and 

researchers who have contributed to our 

growing understanding of mental illness. 

Schizophrenia is a serious mental disorder 

in which people interpret reality 

abnormally. The term "schizophrenia" was 

first used in 1907 by a swiss psychiatrist, 

Eugen Bleuler. It comes from Greek roots 

Schizo (split) and phrene (mind).Bleuler 

used this name to emphasize the mental 

confusion and fragmented thinking 

characteristics of people with illness. 

According to Bleuler central symptoms are 

loss of association between thought 

processes and emotion and behaviour and 

could lead to secondary disease 

manifestation like hallucinations, 

delusions, social withdrawal, and 

diminished drive. The Symptoms of 

Schizophrenia is –Delusion, Hallucination 

,Disorganized thinking (speech),Extremely 

disorganized or abnormal motor behaviour, 

Negative symptoms. Schizophrenia 

symptoms can differ from person to person 

but, they falls into three categories-

Psychotic symptoms, negative symptoms, 

cognitive symptoms. The Diagnostic and 

Statistical Manual of Mental 

Disorders (DSM III through DSM-IV) 

proposed five different types of 

Schizophrenia-Paranoid, Disorganized, 

Catatonic Residual, Undifferentiated. 

Several factors may contribute to a person’s 

risk of developing schizophrenia, 

including: Genetics, Environment, Brain 

structure and function. The Early Symptoms 

of Schizophrenia include the condition 

usually shows its first signs in men in their 

late teens or early 20s. It mostly affects 

women in their early 20s and 30s. The 

period when symptoms first start and 

before full psychosis is called the 

prodromal period. It can last days, weeks, 

or even years. It can be hard to spot because 

there’s usually no specific trigger. You 

might only notice subtle behavioral 

changes, especially in teens. This 

includes:A change in grades,Social 

withdrawal,Trouble concentrating,Temper 

flares,Difficulty in sleeping. 

             Schizophrenia usually starts at 

different ages depending on gender. It 

usually starts in men between the ages of 15 

and 25  and in women between the ages of 

25 and 35. It affects men and women 

equally.  Schizophrenia in children, 

especially under 18, is possible but rare. 

However, these cases are usually very 

serious. An earlier onset usually results in a 

more serious and difficult-to-treat 

condition.  About 20% of new cases of 

schizophrenia occur in people over 5 years 

of age. These cases usually occur in 

women. In these cases, delusional 

symptoms are stronger, less severe negative 

symptoms and affect the ability to think and 

concentrate.In this project we study the 

disease features and perform a survey of 

detection of SZ using Machine Learning. 

II Related Work 

The author Gurparsad Singh Suri et 

al.[4],presented in his paper “Machine 
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Learning in Detecting Schizophrenia:An 

Overview” that Schizophrenia(SZ) is a 

mental disease which affects the thinking 

and feeling capacities in patients.In his 

paper he has reviewed a large number of 

studies that use Support Vector 

Machine,Deep neural network and random 

forest to predict SZ with a high accuracy of 

70%-90%. 

                                         The author 

Manan Binth Taj Noor et al.[6] presented in 

their paper “Application of deep learning in 

detecting neurological disorders from 

magnetic resonance images:a survey on the 

detection of Alzheimer’s 

disease,Parkinson’s disease and 

Schizophrenia” that MRI has been playing 

an important role in understanding of brain 

functionalities and related disorders.The 

authors focused on comparison between the 

performance of the existing deep learning 

(DL) based methods for detecting the 

mental disorders--- Alzheimer’s 

disease,Parkinson’s disease and 

Schizophrenia.They also focused on the 

deep learning techniques such as 

convolutional neural network(CNN),Deep 

belief 

network(DBN),Autoencoder(AE),Recurre

nt neural network(RNN)etc.The author also 

discussed about the data pre-processing 

techniques for quality improvement in 

experimental data,it also includes open-

access datasets. 

          The author Jihoon oh et.al.[2], 

presented in their paper “Identifying 

Schizophrenia using structural MRI with a 

deep learingAlgorithm”,stated that they 

used five public MRI data sets 

(BrainGlue,COBRE,MCICShare,NMorph

CH and NUSDAST) total 873 structural 

MRI data sets used to train a deep 

convolutional neural network.A 

3dimensional convolutional neural 

network(3DCNN) architecture was used 

for classifying patients with Schizophrenia 

and normal  subjects based on the structural 

MRI data sets.For determination purpose 

,they divided the MR image transverse 

section into eight regions.Based on the x-y 

co-ordinate of the midbrain ,a black circle 

with a radius of 30 pixels was drawn in each 

frame.Then,a black triangle with end points 

at the center of the circle and at a vertex and 

midpoint of the image was drawn in every 

frame.The authors also state that 

Schizophrenia is a disease accompanied by 

both structural and functional 

abnormalities. 

The author Hanif Goker[3],presented in his 

paper “1D-Convolutional neural network 

approach and feature extraction methods 

for automatic detection of Schizophrenia” 

that Schizophrenia is a complex psychiatric 

disorder characterized by 

delusion,hallucination,disorganized speech 

and abnormal behavior.The symptoms are 

complex ,heterogeneous and cannot be 

clearly separated from other neurological 

disorders.So,its early detection is quite 

difficult.He focused on an 

Electroencephalography(EEG) based 

solution to detect Schizophrenia using 1D-

Convolutional neural network ,deep 

learning approach and multitaper 

method.Moreover,his study achieved 

satisfactorily high classification 

performance for the diagnosis of 

Schizophrenia. 

            On the other hand, the author Elsa 

Santos Febles et al.[1], presented in their 

paper “Machine Learning Techniques for 

the Diagnosis of Schizophrenia Based on 

Event-Related Potentials”they focused on 

the Multiple Kernel 

learning(MKL)classifiers and Boruta 

feature selection method for Schizophrenia 

patients.Their study showed that MKL can 

be useful in distinguishing between 

Schizophrenia patients and controls using 

Event Related Potentials (ERP) 

measures.They concluded the paper with 

the conclusion that ,a classification 

accuracy of 83% using the whole dataset 

and 86% after applying Boruta feature 

slection was obtained. 

                                                          

Mental health is a new area of research  and 

as in our literature survey we study that the 

diagnosis of disease is possible using deep 

machine learning algorithm.Therefore,ML 

is used for SZ disease detection . 

2. Subgroups of AI 
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           Artificial Intelligence  has several 

subgroups ,including ML, natural language 

processing (NLP), and computer vision. 

The SZ disorder is decided by these 

subgroups. 

2.1 ML 
           ML is a branch of artificial 

intelligence(AI) which focuses on using 

data and algorithms to simulate how 

humans learn, gradually increasing the 

accuracy of the system. ML tools are a 

group of techniques based on mathematical 

operations. These procedures train a model 

using the input data so that it can compute 

the answers to new questions. In order to 

diagnose and assess the prognosis of SZ, 

the trained model makes future predictions. 

There are two categories of ML algorithms-

Supervised learning and unsupervised 

learning algoritms.In Supervised algorithm 

,refers to the process of teaching algorithms 

to correctly classify data or predict 

outcomes using labelled datasets. The 

model modifies its weights as input data is 

fed into it until it is well fitted. This 

happens as part of the cross validation 

procedure to make sure the model does not 

fit too well or too poorly. Unsupervised 

learning analyses and groups unlabeled 

datasets using machine learning methods. 

These algorithms identify hidden patterns 

or data clusters without the assistance of a 

human. Moreover, dimensionality 

reduction is used to lower the number of 

features in a model. Two popular methods 

for this are singular value decomposition 

(SVD) and principal component analysis 

(PCA). In unsupervised learning, neural 

networks, k-means clustering, and 

probabilistic clustering techniques are 

algorithms that are used[4]. 

Therefore, most current studies apply these 

tools for detecting SZ and other diseases. 

2.1.1 Evaluating ML Models 
Researchers assessed their suggested 

intelligent approaches, including ML 

algorithms, using a variety of evaluation 

metrics. The goals of an AI-based approach 

are to improve accuracy, precision, recall, 

and R2 coefficient metric while lowering 

mean square error (MSE)[4]. 

 

                        correct predictions 

Accuracy=-------------------------             (a) 

all predictions 

 

             true positives 

Precisions   =     -------------------------    (b) 

                 true positives+false positives 

 

             true positives 

Sensitivity   =    -------------------------   (c) 

                  true positives +false  negatives 

 

1 

MSE =   -----------∑( Ytrue – Ypred)2,       (d) 

Nsamples 

 

Where  Ytrueis the actual output and Ypredis 

the predicted output and Nsamples is the 

number of samples, 

 

                 ( Ytrue – Ypred)2 

R2 = 1- ∑   ------------- Ȳ = Average  Ytrue.                                           

                       (Ytrue  -Ȳ)2 

   (e) 

2.1.2 CNN 
           It is useful technique for analysing 

mental states based on 

Electroencephalography (EEG) signals, 

CNN has been suggested in few papers. A 

CNN was used by some researchers to 

extract features from EEG data, and they 

discovered that EEG signals obtained from 

the right hemisphere of the human brain are 

specific for identifying depression. For a 

diagnosis based on EEG signals, a CNN is 

appropriate. The raw signals are distorted 

by ambient sounds, making them 

unsuitable for forecasting. As a result, pre-

processing techniques like data 

transformation and interpolation are 

necessary to reduce noise. Convolutional 

layers in CNN are in charge of the noise-

removal procedure. This characteristic 

makes it an intriguing method for scientists 

to employ to identify diseases, including SZ 

[4].The following figure shows the building 

blocks of a CNN. 
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                                                  Fig: Building blocks of a CNN 

                                                           [Adapted from 14] 

2.1.3 NPL 
            The automatic method of 

information extraction from text data is 

called NPL, and it trains an intelligent way 

to recognise output or SZ disorder. Using 

the linguistic context surrounding a word, 

NPL searches the text for relevant 

keywords and intriguing phrases. For 

instance, it examines the patient's 

comments to identify the symptoms they 

have reported experiencing due to SZ. No 

keyword can categorise a patient. In order 

to provide effective results, it is therefore 

required to extract the semantics utilising 

strategies that combine learning processes 

with NLP methodologies. There are various 

sources of text data for SZ detection. 

Facebook and Twitter, for instance, are 

excellent sources of information for 

diagnosing diseases using NLP techniques 

[4] 

           The study reported byTianlin Zhang 

etal.[7] used text based research for 

detection of mental illness.He states that 

there are different types of texts in which 

people express their mood,such as social 

media messages on social media 

platforms,transcripts of interviews and 

clinical notes including the description of 

patient’s mental states.Their study focuses 

on detection of mental illness using 

NLP.The search query used based on four 

sets of keywords.For mental illness,15 term 

were identified related to general terms for 

mental health and disorders and common 

specific mental illness.The keywords of 

each sets were combined using Boolean 

operator “OR” and the four sets were 

combined using Boolean operator “AND”. 

2.1.4 SZ Diagnosis using Support 

Vector Machine 
In order to diagnose SZ, train the ML 

model, and extract knowledge from the 

data, researchers used structural and 

functional neuroimaging data. The goal of 

this study, conducted by T. V. Rampiselaet 

al.[11] using data from Northwestern 

University's Schizophrenia Project, is to 

distinguish between those with 

schizophrenia and those without it. They 

made use of information from 392 

observations and 65 variables, including 

demographic information and answers 

from clinicians to Scale for the Evaluation 

of Positive and Negative Symptom 

Questionnaires. Support Vector Machines 

are a type of classification algorithm 

(SVM). By averaging ten times, model 

performance is validated and evaluated. 

Validations of Hold-Out were 

conducted.SVM successfully classified 

Schizophrenia data with accuracy of 

90.1%.The combination with linear kernel 

and Gaussian kernel reached an accuracy of 

95.0%.Three types of simulation is used in 

this study:SVM with linear,polynomial, 

and Gaussian kernel.This method help the 

medical field in predicting whether 

someone suffers from SZ or not. 

A study[9] used meuroimaging data from 

functional MRI as input provided a 

comprehensive review of Support Vector 
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Machine (SVM) approaches for diagnostic 

differentiation between SCZ patients and 

healthy controls in accordance with the 

PRISMA statement. Neuroimaging is a 

helpful and potent tool for researching 

discriminatory biomarkers in individuals 

with mental disorders. It is a non-invasive 

method of measuring brain anatomy and 

function. Data used for classification and 

regression analysis are analysed using the 

supervised learning model (SVM), which 

has related learning algorithms. By 

employing neuroimaging data from fMRI 

as input, this study aims to evaluate the 

present state of the evidence on the use of 

SVM approaches in diagnositic 

discrimination between SZ patients and 

healthy controls (HC), in accordance with 

PRISMA guidelines.They achieves high 

accuracy level 99%. 

2.1.5 SZ Diagnosis using multivariate 

pattern analysis (MVPA) 
Lucas J.Drucaroff et al.[12] applied 

Multivariate Pattern Analysis(MVPA)for 

functional neuroimaging alterations.In the 

study,they evaluate 23 Schizophrenia 

patients and 23 healthy controls(HC) cases 

was applied. There were three different 

facial expressions: happy, sad, and neutral. 

A single trial fMRI model was used. At the 

subject level, patterns of activation within 

each ROI were categorised. Stimulus 

classification results were compared to 

random label classification scores within 

each group. The method discovered that 

MVPA seems useful emotional processing 

in Schizophrenia. In SP, either n bloc or no 

stimuli discrimination was seen in the 

insula and reduced stimuli discrimination 

was seen in the left amygdala. 

The methodologies of structural and 

functional magnetic resonance 

neuroimaging were subjected to 

multivariate pattern analysis (MVPA) by 

Cabral et al[13]. 74 healthy control cases 

and 21 SZ patients underwent functional 

magnetic resonance imaging (fMRI) as part 

of the study. Using ML, structural MRI 

produced a resting-state accuracy of 69.7% 

and fMRI produced an accuracy of 70.5%. 

With an accuracy of almost 75%, sMRI and 

rs-fMRI combined exceeded the 

performance of single MRI data. 

Subcortical short-range connections, in 

particular interhemispheric connections, 

were found to be the primary region related 

with SZ using this technique. 

In our study we have obtained the data 

mentioning the diagnosis details of SZ 

patients in India.The following table 

illustrate the Prevalence of Severe Mental 

Morbidity. 

 

Diagnosis 

    Bangalore    Baroda      Calcutta     Patiala 

No.of 

cases 

Rate/1

000 

No.of 

cases 

Rate/ 

1000 

No.of 

cases 

Rate/10

00 

No.of 

cases 

Rate/1

000 

Epilepsy 278 7.82 51 1.28 59 1.71 11 3.17 

Organic brain 

syndrome 

4 0.11 24 0.61 22 0.64 88 2.40 

Schizophrenia 65 1.83 70 1.77 71 2.05 113 3.09 

Mania 20 0.56 14 0.35 8 0.23 50 1.37 

Depressive 

Psychosis 

28 0.79 22 0.55 127 3.67 150 4.10 

Total no.of cases 

& Prevalence 

rate/1000 

395 11.1 181 4.6 287 8.3 517 14.1 

Population studied 35,54

8 

 39,66

5 

 34,582  36,595  

                         Table 1. Prevalence of Severe Mental Morbidity 
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III. Conclusion  
In this paper we have studied about 

schizophrenia disease detection techniques. 

Machine learning helps a lot in disease 

detection. After we surveyed the literature, 

we realized that those who have researched 

schizophrenia disease or mental disorders 

have also used Machine learning 

algorithms. 
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Abstract: Machine learning (ML) is a branch of artificial intelligence (AI) that uses statistical models and algorithms 

to help computers become better at a particular job through practise or training with data. Over time, ML has 

undergone a number of important advancements and breakthroughs. The various mental processes involved in 

thinking, learning, and information acquisition are referred to as the cognitive skills. This paper studies the applications 

of machine learning in the analysis of cognitive skills of children. Various approaches of machine learning applications 

in cognitive domain are reviewed in this paper. 

Keywords: Machine Learning, Cognitive Skills, Bloom’s Taxonomy 

 

I. INTRODUCTION 

A subset of Artificial intelligence known as 

machine learning allows computers to learn 

from experience and advance without explicit 

programming. It involves feeding a computer 

system a lot of data and using statistical 

algorithms to find patterns and relationships in 

the data in order to train the computer system to 

make predictions or judgements. After that, the 

computer system can use these relationships 

and patterns to new data to make predictions or 

judgements that are more accurate over time. 

Natural language processing, image and voice 

identification, fraud detection, and autonomous 

vehicles are just a few of the many uses for 

machine learning. 

1.1 COGNITIVE SKILLS OF 

CHILDREN 

Children can study, think, reason, and solve 

problems owing to their cognitive skills, which 

are mental aptitudes. As the child matures and 

engages with the world, these abilities increase. 

Some important cognitive skills that children 

develop include: 

Attention: The ability to focus on a task or 

activity for an extended amount of time. 

Memory: The capacity to retain and recall data 

over time. 

Language: The ability to understand and use 

spoken and written words to communicate 

thoughts and ideas with others. 

Perception: A person's capacity to decode and 

comprehend sensory data received from the 

environment. 

Reasoning: The capacity to study information, 

evaluate and make decisions based on facts. 

Problem Solving: The capacity to solve issues 

and make choices using reason and critical 

thinking. 

Creativity: The capacity to come up with novel 

insights and concepts 

Spatial awareness: The ability torecognize 

forms, sizes, and distances as well as 

understanding and navigating the real world. 

For academic success and general everyday 

functioning, cognitive abilities are crucial. 

Through play, social interaction, and 

educational opportunities, children experience 

and interact with their surroundings, which 

helps them develop these skills. By creating 

environments that are stimulating and 

engaging, encouraging exploration and 

problem-solving, and offering chances for 

learning and growth, parents and caregivers can 

support the development of cognitive abilities 

in children. [1] 

1.2 MACHINE LEARNING 

ALGORITHMS 
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Algorithms for machine learning allow 

computers to learn from data without having to 

be expressly programmed. Machine learning 

methods come in a variety of forms, such as 

supervised learning, unsupervised learning, and 

reinforcement learning. 

Training a model with labelled data, where the 

intended output is already known, is how 

supervised learning algorithms work. The 

objective is for the model to develop the ability 

to correctly forecast the results for brand-new, 

untested data. 

On the other hand, unsupervised learning 

algorithms work with unlabeled data and seek 

out trends or structure in the data. Common 

unsupervised learning challenges include 

dimensionality reduction and clustering. 

With reinforcement learning algorithms, a 

model is trained to behave in a way that 

maximises a reward signal. The model picks up 

new information through trial and error, 

adapting its behaviour in response to input from 

its surroundings. 

Each of these groups contains a wide variety of 

machine learning algorithms, such as decision 

trees, random forests, support vector machines, 

neural networks etc. The particular issue at 

hand, the quantity and quality of the data, and 

the available computational resources all 

influence the algorithm that is selected. [2] 

Fig 

1. Machine Learning Algorithms[3] 

II. LITERATURE SURVEY 

There are several works in the literature related 

to the cognitive skill analysis using machine 

learning.  

According to V.M.Sundharam et.al., the 

concept of profiling a child before birth, or 

during gestation, in order to determine some 

important variables like intelligence level, 

immunity, vulnerability to diseases, etc., and to 

provide the parent with the necessary 

knowledge to act appropriately. This can be 

accomplished by applying machine learning 

algorithms like classification to the data 

collected from the parents, the child (during 

gestation), etc. As a result, we can create a 

profile for each kid. [4] 

Sanjana Sandeep et.al suggested the technique 

for monitoring trainee skills in cognitive 

training using machine learning models in the 

research paper. Participants in the research who 

received training in a variety of cognitive skills, 

such as memory, attention, and problem-

solving, provides a dataset of cognitive training 

data. The authors then model the connection 

between the participant's training data and their 

cognitive abilities using a variety of machine 

learning algorithms, such as linear regression, 

decision trees, and random forests. Mean 

absolute error (MAE) and coefficient of 

determination are two metrics that the authors 

use to assess the efficacy of their models (R-

squared). With an MAE of 0.22 and an R-

squared of 0.87, the findings demonstrate that 

the random forest algorithm outperforms the 

other algorithms. The paper's overall 

conclusion shows the potential of using 

machine learning models to monitor trainee 

abilities during cognitive training. [5] 

Ashish Chandiok et al. examines the 

application of machine learning methods in 

cognitive decision making in his research 

paper. The author makes the case that machine 

learning algorithms can assist in resolving these 

issues by offering data-driven insights and 

predictions. The article discusses the 

difficulties of making decisions in complex, 

uncertain environments. The authors address 

the advantages and disadvantages of different 

machine learning methods, such as decision 

trees, Naive Bayes, k-Nearest Neighbors, and 

Support Vector Machines (SVM), in the 

context of cognitive decision making. Overall, 

the paper shows how machine learning 

techniques can be used in cognitive decision 

making and emphasises the significance of 

choosing the right algorithm for the particular 

issue and context. [6] 
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The goal of the research by Andrea K. Bowe 

et.al. was to create a model that could precisely 

predict cognitive outcomes in childhood using 

big data and machine learning methods. The 

National Longitudinal Survey of Youth 1979 

Children and Young Adults provided the data 

for the research, which included details on a 

variety of aspects of children's cognitive 

development, such as their family background, 

physical health, and social environment. 8,892 

kids between the ages of 3 and 15 were included 

in the sample. The research also found that 

maternal education, family income, and the 

state of the child's health were some of the 

major predictors of cognitive outcomes in 

childhood. According to the researchers, this 

model could be used to pinpoint children who 

are at risk of having bad cognitive outcomes 

and deliver tailored interventions to help them. 

Overall, the research shows how big data and 

machine learning techniques can be used to 

predict and enhance population health 

outcomes, especially in the area of young 

children's cognitive development.[7] 

In order to enhance cognitive models using 

machine learning methods, the paper by Hao 

Cen suggests a novel approach called 

Generalized Learning Factors Analysis 

(GLFA).He presents GLFA, a machine 

learning-based technique that can pinpoint the 

factors that are most crucial for a specific 

cognitive model and raise its precision. The 

three major steps of the GLFA method are 

model fitting, learning factor analysis, and 

feature selection. A machine learning algorithm 

is used to pick the most pertinent variables from 

a large dataset in the feature selection phase. 

The chosen variables are analysed in the 

learning factor analysis phase to determine the 

underlying factors that are most pertinent to the 

cognitive model. In the final stage, model 

fitting, the cognitive model is refined using the 

chosen variables and factors.The author uses 

semantic memory retrieval and visual object 

recognition as two cognitive modelling tasks to 

show the efficacy of GLFA. In both instances, 

GLFA was successful in increasing the 

precision of the cognitive models and locating 

fresh variables that had not been considered by 

the initial models. The article demonstrates how 

machine learning methods could enhance 

cognitive modelling and offers a practical 

framework for putting these methods to use. [8] 

Suvarna Kadam et.al. suggested a novel method 

for assessing the cognitive prowess of machine 

learning agents. The significance of assessing 

the cognitive capabilities of machine learning 

agents, which are increasingly being used in 

complex decision-making tasks, is emphasised 

by the authors. They then present a fresh 

framework for judging these agents that looks 

at how well they can detect, think, and act in 

intricate, dynamic environments. The 

Cognitive Process Automation (CPA) model, a 

cognitive architecture created to capture the 

essential cognitive processes engaged in 

difficult decision-making tasks, serves as the 

foundation for the framework. The framework 

could be used by a wide variety of machine 

learning agents in various areaswho report that 

the agent did well on a number of cognitive 

tasks, including perception, reasoning, and 

decision-making. The article emphasises the 

significance of assessing machine learning 

agents' cognitive capabilities.[9] 

ZhandDezheng et.al. suggested a novel method 

of learning based on cognitive inductionthat 

employs machine learning methods to 

automatically infer information from examples. 

Data collection, feature extraction, pattern 

recognition, and knowledge representation are 

some of the stages in the cognitive induction 

approach. The article emphasises cognitive 

induction's potential as a novel method for 

learning and offers a practical framework for 

using it in practise. Tasks involving complex, 

dynamic environments, where conventional 

knowledge acquisition techniques may be 

constrained, may benefit especially from the 

strategy. [10] 

Yingxu Wang et al. focused on the intersection 

of cognitive informatics, which is the study of 

cognitive information processing processes, 

and machine intelligence. The paper makes the 

case that a better comprehension of the 

cognitive underpinnings of nature can result in 

the creation of intelligent machines more 

successfully. The connection between cognitive 

informatics and artificial intelligence is 

discussed, emphasising the significance of 

comprehending how the brain processes 
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information for the creation of successful 

intelligent systems. [11] 

SrujanaGattupalii et.al. suggested an interface 

dubbed "CogniLearn" for deep learning-based, 

individualised cognitive skill training and 

assessment. CogniLearn is a web-based 

platform that makes use of deep learning 

algorithms to offer tailored training and 

assessments based on unique cognitive profiles. 

The system is capable of correctly evaluating 

participants' cognitive abilities and offering 

tailored training suggestions that would result 

in appreciable enhancements in cognitive 

performance. [12] 

According to Elizabeth Bonawitz et.al.in order 

to comprehend response variability in cognitive 

development behaviour evaluation, the use of 

probabilistic models and learning algorithms is 

suggested. The authors then present a novel 

strategy that increases the precision of 

assessments of cognitive development by 

modelling reaction variability using 

probabilistic models and learning algorithms. 

The studies use Bayesian learning algorithms to 

model response variability and estimate 

individual differences in cognitive abilities. The 

tasks require children to make probabilistic 

decisions. The findings demonstrate that this 

method, which accounts for individual 

differences in response variability and provides 

more nuanced measures of cognitive skills, 

provides assessments of cognitive development 

that are more accurate and reliable than 

conventional approaches. In order to better 

understand the neural correlates of cognitive 

growth, combining cognitive assessments with 

other approaches such as neuroimaging and 

more sophisticated computational methods is 

suggested. [13] 

Kathleen E. Metz contrasts the reasoning skills 

of primary grade children and undergraduate 

students when it comes to understanding and 

attributing randomness. Children were more 

likely to continue relying on the numbers' 

surface-level features, while undergraduates 

were more likely to use the feedback and 

guidance given. The study's overall findings 

point to developmental differences between 

how toddlers and adults perceive and attribute 

randomness, and these differences may have an 

impact on how probability and statistics are 

taught in schools. [14] 

Samuel Ritter et.al. examined how cognitive 

psychology's lessons can be applied to enhance 

the functionality of deep neural networks. The 

authors emphasise the "shape bias" 

phenomenon, which occurs when children 

generalise object labels based on their shape 

rather than their other characteristics. This 

phenomenon is seen in human cognitive 

development. Adding a shape bias to neural 

network models can be done by altering the 

training function's loss function to give accurate 

shape classification priority over other features. 

The research highlights the potential 

advantages of incorporating knowledge from 

cognitive psychology into the design of deep 

neural networks and suggests that doing so may 

result in more reliable and efficient models. 

[15] 

III. OVERVIEW OF COGNITIVE 

SKILL ANALYSIS 

An individual's cognitive abilities and skills in 

a variety of areas, such as attention, 

recollection, perception, language, problem-

solving, and decision-making, are assessed and 

evaluated through the process of cognitive skill 

analysis. An individual's cognitive processes 

are thoroughly examined to determine their 

strengths and weaknesses as well as any areas 

that might need growth or further development. 

3.1 NEED OF COGNITIVE SKILL 

ANALYSIS 

There are several reasons for the analysis of 

cognitive skills: 

Children who may be having developmental 

delays or impairments can be identified using 

an assessment of their cognitive abilities. The 

overall development of a child may be 

negatively impacted by these delays, but this 

impact can be mitigated by early detection and 

intervention. 

Examining cognitive abilities can also highlight 

areas where children may experience scholastic 

difficulties. Using this knowledge, teachers and 

parents can provide personalised interventions 

and support to improve learning outcomes. 
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Cognitive ability analysis can reveal a child's 

particular strengths and weaknesses. 

Personalized learning plans can be created 

using this information to handle a child's 

strengths and weaknesses. 

Parents, teachers, and healthcare workers can 

greatly benefit from this information in order to 

make thoughtful choices about a child's 

education, healthcare, and general wellbeing. 

To understand how the brain develops, it can be 

helpful to look at children's cognitive skills. 

This information can be used to create 

programmes and interventions that support 

children's healthy brain development. 

In order to understand children's capabilities, 

identify areas of need, and provide the right 

support and assistance to advance their overall 

development and well-being, it is crucial to 

examine children's cognitive abilities. 

3.2 ANALYSIS OF COGNITIVE 

SKILL COMPONENTS 

Attention 

In a range of situations, including educational 

and clinical ones, machine learning can be used 

to assess children's attention.According to a 

study, the machine learning algorithm 

successfully distinguished between people with 

attention-deficit/hyperactivity disorder and 

healthy controls based on their brain structures. 

It also correctly recognised similar patterns of 

structural brain anomalies in people with 

ADHD who were both young and old. The 

research also emphasises the potential of using 

machine learning techniques to locate 

biomarkers for ADHD using information from 

neuroimaging studies. [16] 

In another study, event-related potentials 

(ERPs), which are indicators of brain activity in 

reaction to particular stimuli, are used to test 

how well machine learning models can identify 

people with attention-deficit/hyperactivity 

disorder (ADHD). The P300 and N200 

components of the ERP, which are connected to 

attention and cognitive processing, were also 

found to be linked with ADHD, according to 

the researchers. [17] 

Memory 

Machine learning is a potent instrument for 

studying information about kids, including 

information about their memory. Memory can 

be assessed using a variety of methods, such as 

cognitive tests, behavioural studies, and 

neuroimaging methods. These various kinds of 

data can be analysed by machine learning 

algorithms to find patterns and connections that 

might not be immediately obvious to human 

observers. 

Algorithms for machine learning can be trained 

to spot patterns in fMRI data that signify 

various types of memory, like working memory 

or long-term memory. Researchers may be able 

to find memory-related neural networks and 

track their evolution with the aid of these 

analyses. [18] 

Overall, machine learning holds the promise of 

being a potent tool for data analysis pertaining 

to children's memory, assisting researchers in 

better understanding memory development and 

identifying variables that impact it. To 

guarantee accuracy and dependability, it is 

crucial to make sure that the data used to train 

these algorithms is impartial and representative, 

and that the algorithms are validated using 

separate datasets. [19] 

Language 

A study showed neonatal brain microstructure 

to build a machine-learning-based model to 

forecast early language development in kids 

who were born very preterm. 75 very preterm 

infants who underwent diffusion MRI at a term-

equivalent age and language testing at a 

corrected age of 18 months were included in the 

research. From the diffusion MRI scans, the 

researchers extracted 20 brain microstructural 

features that they then used to build a machine 

learning model to forecast language outcomes. 

The findings demonstrated that the machine-

learning model had an accuracy of 81.3% in 

predicting language outcomes at 18 months 

corrected age. Additionally, the model worked 

better than conventional regression models that 

used the characteristics of birth, clinical risk 

factors, and measurements of brain volume as 

predictors.[20] 

In order to screen young children for early 

language development, a research 

recommended the creation of a machine 

learning-based model to automatically gather 

and analyse language samples. During parent-
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child interactions, the research used a mobile 

application to capture and transcript samples of 

children's language. In order to find patterns 

and indicators of language growth, machine 

learning algorithms were used to analyse the 

transcriptions. The findings demonstrated that 

the machine learning-based model had an 

accuracy rate of 87.5% in determining 

children's language growth levels. 

Additionally, the model was able to give 

parents detailed input on their child's language 

development and areas for growth. According 

to the research, screening for language 

development in children can be done effectively 

and reliably using machine learning-based 

models. The method used in the research has 

the potential to increase the precision and 

usability of language screening tools and to 

make it easier to identify and treat language 

disorders or delays in young children. To 

confirm these results and determine the model's 

scalability and generalizability, additional 

study is required.[21] 

In order to find predictors of language function 

results, machine learning algorithms are used to 

evaluate demographic, perinatal, and 

neuroimaging data from the kids. Language 

function outcomes in preterm infants can be 

effectively predicted using models based on 

machine learning. The method used in the 

research has the potential to increase the 

reliability and usability of language evaluation 

tools and to make it easier to identify and treat 

language disorders or delays in this group early 

on. [22] 

 

Perception 

Intelligent systems that can improve children's 

perception skills can be created using machine 

learning techniques. The act of interpreting and 

making meaning of sensory data from the 

environment is referred to as perception.  

Speech recognition systems that can aid kids 

with hearing loss or linguistic difficulties in 

understanding spoken language can be created 

using machine learning algorithms and hybrid 

deep neural network. [23] 

In order to extract the emotional features, an 

emotion recognition model is developed using 

the time series deep learning technology known 

as attention based Bi-directional Long Short-

Term Memory (CNN-BiLSTM). The forty-

dimensional Mel Frequency Cepstral 

Coefficients (MFCC) related factors, including 

the dynamic and static characteristics, are 

extracted after the speech signal has undergone 

preprocessing. Convolutional neural networks 

(CNNs) are used to improve these frequency 

domain features as the emotional features of 

children's voice recognition. [24] 

 

Reasoning 

A framework for deep reinforcement learning 

(DRL)is used to teach abstract reasoning 

abilities through demonstration. Understanding 

and resolving abstract reasoning issues, such as 

puzzles, analogies, and reasoning exercises, 

requires the use of logic and inference. The 

framework, known as Abstract Reasoning 

Graph Network (ARGN), makes use of a neural 

network architecture based on graphs to learn to 

reason about abstract ideas and the connections 

between them. The model is trained using 

demonstrations, in which a subject matter 

expert gives specific illustrations of how to 

complete a given abstract reasoning 

assignment. The performance of ARGN is 

assessed along with that of other cutting-edge 

techniques on a variety of abstract reasoning 

exercises. ARGN works better than other 

approaches in terms of accuracy and 

generalisation to new tasks. The model can 

capture the underlying structure of the 

relationships between abstract concepts and 

offers a thorough analysis of the learned 

representations. [25] 

Problem Solving 

Children's problem-solving abilities can be 

examined using machine learning in a variety of 

settings, such as educational and cognitive 

psychology research.Intelligent tutoring 

systems and other automated problem-solving 

tools can be created using machine learning 

algorithms to give children individualised 

instruction and feedback as they complete a 

problem-solving job.[26] 

Creativity 

Intelligent systems that can help and improve 

children's creative processes can be created 

using machine learning techniques. Machine 

learning algorithms can be applied to the area 

of children's creativity in a variety of ways, 

including creative suggestion systems, 

intelligent tutoring systems, automated creative 
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tools, and collaborative creativity. Children's 

imagination, problem-solving abilities, and 

cognitive and emotional growth may all benefit 

from the application of machine learning 

algorithms to creativity. 

The importance of including constructionism, 

ethics, and creativity in artificial intelligence is 

focused in primary and secondary school 

curricula. The significance of creativity in AI 

education is inevitable because it empowers 

students to create cutting-edge and unique AI 

applications. This entails motivating students to 

experiment with and learn about AI tools and 

technologies, as well as to think creatively 

about how they might be applied to solve issues 

in the real world.[27]) 

To determine how the organisation of lexical 

networks in the human brain relates to 

creativity, using the patterns of brain activity 

seen during the fMRI scans, machine learning 

algorithms could successfully predict 

participants' creative output. The capacity to 

navigate and control intricate, interconnected 

networks of words and ideas in the brain may 

be correlated with creativity. This has the 

potential to deepen our knowledge of the neural 

processes that underlie creativity and to speed 

the creation of new tools and interventions for 

fostering originality in problem-solving and 

thinking. [28] 

Spatial Awareness 

Understanding and mentally manipulating 

spatial relationships between visual things is 

known as spatial awareness. It is a significant 

cognitive ability that is essential for many 

STEM disciplines, including physics, math, and 

engineering. Intelligent systems that support 

and improve children's spatial thinking can be 

created using machine learning algorithms.[29] 

Systems for augmented reality that can give 

kids immersive, interactive experiences with 

spatial thinking can be created using machine 

learning algorithms. Children could be asked to 

manipulate and change a virtual item that is 

projected in the real world by an augmented 

reality system, for instance. [30] 

Gamified spatial awareness exercises that are 

interesting, entertaining, and difficult for kids 

can be created using machine learning 

techniques. These exercises can be created as 

interactive simulations, games, or puzzles to 

encourage kids to investigate and play with 

spatial relationships. [31] 

IV. APPLICATION OF MACHINE 

LEARNING FOR TEACHING 

LEARNING PROCESS 

The use of machine learning in the area of 

education is examined in terms of potential 

benefits and difficulties. In a variety of 

educational contexts, including personalised 

learning, assessment, and instructional design, 

the possible advantages and disadvantages of 

using machine learning can be examined. The 

ability to provide personalised learning 

experiences that can improve student outcomes 

and the potential to automate some aspects of 

instructional design and evaluation are some of 

the potential advantages of machine learning. 

There are also a number of difficulties and 

conflicts related to applying machine learning 

in education, such as concerns about data 

security and privacy, the possibility of bias in 

algorithms, and the demand for human review 

and interpretation. While machine learning has 

the potential to revolutionise education, it 

should be used with caution and its ethical and 

social ramifications should be carefully 

considered. Werequire collaboration between 

researchers and educators to identify best 

practises for applying machine learning in 

educational settings and to create frameworks 

for assessing the efficiency and influence of 

these technologies on outcomes for human 

learning. In order to optimise machine 

learning's potential advantages while lowering 

its potential risks, there is a need for an 

interdisciplinary and collaborative approach to 

researching its opportunities and challenges in 

education.[33] 

The development of a recommendation system 

for adaptive education based on machine 

learning is created using personalised learning 

materials and activities based on student 

achievement data and learning preferences. The 

system's design and execution entails the use of 

various sensors and surveys to gather data from 

students. After that, the data is processed by 

machine learning algorithms to produce 

tailored suggestions. For the purpose of 

assessing the system's efficacy, a pilot research 

is carried out. Students who used the 
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personalised suggestions significantly 

outperformed those who did not. The potential 

of the system is to raise educational standards 

by offering customised learning experiences 

tailored to each student's requirements using 

Machine Learning.[34] 

Lower and higher cognitive skills relate to 

students' test-taking skills. In cognitive and test-

taking evaluations, lower cognitive abilities 

like attention and memory are the major 

predictors of test-taking abilities. Higher 

cognitive abilities, such as critical reasoning 

and metacognition, on the other hand, are 

reliable predictors. Interventions focusing on 

less developed cognitive skills may enhance 

students' test-taking skills. [35] 

A Machine Learning model for evaluating 

student learning is developed that focuses on 

measuring students' cognitive skills at the 

concept level. Students' test results are mapped 

onto a concept space, and their placement 

within the space is used to infer their degree of 

cognitive ability. Measuring concepts-level 

cognitive skill levels of students correctly and 

offering useful feedback to both students and 

teachers is a helpful instrument for evaluating 

and improving student learning quotient. [36] 

A method to automatically categorise quizzes in 

the classroom into various cognitive levels 

using machine learning techniques can assist 

teachers in assessing the calibre of the questions 

they pose to students in the classroom and also 

provide feedback to teachers.A dataset of exam 

questions from various subject areas and 

cognitive levels is being gathered, trained and 

evaluated with the help of their classification 

models using a variety of machine learning 

algorithms, such as decision trees, Naive Bayes, 

and Support Vector Machines (SVM). They use 

metrics like accuracy, precision, recall, and F1 

score to assess these models' success. With an 

accuracy of 89.53%, the SVM model performs 

better than the other algorithms. The length and 

complexity of the question, as well as the 

presence of specific keywords, are found to be 

significant factors of the characteristics that 

contribute to the classification of questions. 

Applying machine learning strategies to 

automatically categorise class questions 

according to their degree of cognitive 

complexity can give teachers insightful 

information about the calibre of the questions 

they pose and aid them in developing their 

instructional strategies. [37] 

In an application, a technique for automatically 

evaluating the strength of argumentation in 

written texts is developed using machine 

learning and cognitive diagnostic modelling 

approaches. A dataset of student-written 

argumentative essays are compiled and 

manually annotated for various qualities of 

argumentation, such as relevance, coherence, 

and proof. Then the machine learning model is 

trained and is evaluated by their classification 

models using a variety of machine learning 

algorithms, such as decision trees and random 

forests. Metrics like accuracy, precision, recall, 

and F1 score is used to assess these models' 

success. With an accuracy of 80.58%, the 

random forest algorithm works better than the 

other algorithms. The underlying cognitive 

abilities that support the quality of 

argumentation, such as the capacity to 

recognise and assess evidence and the capacity 

for logical reasoning, using cognitive 

diagnostic modelling methods is identified. A 

method like this can give teachers insightful 

feedback on the argumentation abilities of their 

pupils and aid them in developing their 

instructional strategies. [38] 

In another application a model is created for 

evaluating student performance based on 

intelligence quotient (IQ) using machine 

learning algorithms which could successfully 

predict students' academic achievement. The 

model could be utilised to create tailored 

interventions for students with various IQ levels 

and cognitive skills in order to enhance their 

academic performance. [39] 

Remapping the cognitive and neural profiles of 

children who struggle in school can be done in 

order to create more successful interventions 

for these kids. The underlying cognitive and 

neural factors that contribute to scholastic 

problems should be identified. 487 kids 

between the ages of 8 and 11 completed a 

battery of cognitive tests to gauge their abilities 

in areas like attention, memory, language, and 

executive function. To look into the neural 

correlates of scholastic challenges, 
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neuroimaging data from a subset of the kids was 

gathered. Children who struggle in school have 

unique cognitive and neural profiles that are 

different from those of kids who are normally 

developing. These kids showed deficiencies in 

working memory, focus, and executive 

function, as well as decreased activity in the 

frontoparietal network of the brain, which is 

responsible for attention and cognitive control. 

The results have significant implications for the 

planning of interventions for kids who struggle 

in school.[40] 

V. APPLICATION OF MACHINE 

LEARNING FOR EMOTIONAL 

SKILL ANALYSIS 

Machine learning algorithms can determine the 

relationship between emotional states and 

cognitive skills. Participants' emotional states 

helped the machine learning algorithm to 

predict their cognitive abilities with high levels 

of accuracy. Happy and neutral emotions have 

a positive effect on cognitive skills, anxiety 

have a negative effect. Machine learning 

algorithms can be used to determine how 

emotional states affect cognitive abilities and 

may even be used to create tailored 

interventions for people with various needs. 

[41] 

The use of artificial intelligence (AI) to assist 

individuals in developing their emotional 

intelligence is explored. It is found that AI can 

assist people in overcoming these obstacles by 

offering individualised instruction and 

feedback. It emphasises the need for more study 

in this area as well as the potential of AI-based 

EI training programmes to improve personal 

and professional growth. [42] 

The sociocognitive abilities of people from 

various generations using machine learning 

techniques are studied. Samples of people from 

different generations were surveyed for the 

research, and the results were then analysed 

using machine learning methods. The most 

significant sociocognitive skills were 

determined by using principal component 

analysis (PCA), and the variables that best 

predicted these skills were found using decision 

tree algorithms.It was found that people from 

the 2000s scored higher on some sociocognitive 

abilities, like emotional intelligence and 

sensitivity, while people from the 1990s scored 

higher on other abilities, like problem-solving 

and decision-making. We also inferred that 

some demographic variables, like gender and 

educational attainment, could forecast 

sociocognitive abilities. The study of socio-

cognitive skills is interestingly applied using 

machine learning techniques which also 

highlights some generational differences. The 

resultsmay be helpful for educators and 

employers who wish to comprehend and foster 

sociocognitive skills in their pupils and staff 

members. [43] 

VI. APPLICATION OF MACHINE 

LEARNING FOR COGNITIVE LEVEL 

ANALYSIS OF BLOOM’S 

TAXONOMY 

LOsMonitor, a machine learning tool is used to 

evaluate and keep tabs on the various cognitive 

levels of assessment queries. The amount of 

reasoning required to answer a question is 

referred to as the cognitive level of the 

assessment question. In educational settings, 

assessment questions are usually categorised 

into one of six cognitive levels. These levels 

range from knowledge-level questions, which 

only call for simple information recall, to 

evaluation-level questions, which call for more 

complex judgement and reasoning. Using a 

combination of natural language processing and 

machine learning methods, the LOsMonitor 

tool analyses assessment questions and 

categorises them according to their cognitive 

level. The dataset used to train the tool included 

assessment queries that had been manually 

classified by human experts. LOsMonitor 

outperformed a number of other machine 

learning models in terms of correctly 

classifying evaluation queries. Teachers could 

use the instrument to monitor the level of 

cognitive complexity of assessment questions 

in real-time, allowing them to alter their 

pedagogical strategies and provide students 

with detailed feedback. The potential for 

machine learning tools, like LOsMonitor, can 

support educational assessment and improve 

student learning outcomes. [44] 
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The effectiveness of two machine learning 

algorithms, Support Vector Machine (SVM) 

and K-Nearest Neighbor (K-NN), in classifying 

questions in a question bank based on Revised 

Bloom's Taxonomy is compared. Based on the 

Revised Bloom's Taxonomy, a question bank is 

created that span different cognitive complexity 

levels. Six divisions have been established for 

the questions: Remembering, Understanding, 

Applying, Analyzing, Evaluating, and Making. 

The queries are then divided into these 

categories using the SVM and K-NN 

algorithms. Based on metrics like accuracy, 

precision, recall, and F1-score, the 

effectiveness of the two algorithms are 

compared which demonstrates that in terms of 

classification accuracy, precision, and recall, 

SVM beats K-NN. The potential of machine 

learning algorithms in educational evaluation is 

evident especially in the automatic 

classification of questions based on cognitive 

complexity. Such technology could be 

employed to raise the standard of assessments 

and aid instructors in creating successful 

lessons that adhere to the Revised Bloom's 

Taxonomy.[45] 

 

Fig 2.Cognitive Level Analysis –Bloom’s 

Taxonomy [32] 

VII. CONCLUSIONS AND FUTURE 

WORK 

The study of child cognition has the ability to 

undergo a revolution thanks to machine 

learning. Researchers are creating more 

complex techniques for collecting and 

analysing data on cognitive growth as 

technology progresses. Large datasets can be 

analysed by machine learning algorithms, 

which can then be used to find trends and make 

predictions. 

Finding early indications of cognitive illnesses 

like autism or ADHD is one area where 

machine learning can be especially helpful. In 

order to find patterns that might point to the 

existence of a disorder, machine learning 

algorithms can analyse data from cognitive 

tests, behavioural observations, and brain 

imaging scans. This can aid in the early 

diagnosis of disorders and the creation of more 

efficient treatment strategies by clinicians. 

Personalized learning strategies for kids can 

also be created using machine learning. 

Machine learning algorithms can determine the 

best learning methods for a kid by examining 

data on that child's cognitive strengths and 

weaknesses. This can assist teachers in 

customising their lesson plans for each kid, 

resulting in better learning outcomes. 

Predicting future cognitive development is 

another possible use of machine learning in the 

cognitive assessment of children. Machine 

learning algorithms can forecast a child's future 

cognitive growth by studying data on their 

present cognitive abilities. This might make it 

easier to spot kids who need early intervention 

services or who are at risk for cognitive 

problems. 

Machine learning has a promising future in the 

study of children's brain development. We can 

anticipate seeing more advanced algorithms 

that can evaluate ever-more complex data sets 

as technology develops. This has the potential 

to revolutionise how cognitive disorders are 

identified and treated, as well as enable kids to 

realise their maximum potential. 

 

 

VIII. SUMMARY OF RELATED WORK 

SR 
NO 

AUTHOR(S) YEAR FINDINGS/RESULTS 
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1 Yingxu Wang et.al. [11] 2007 The connection between cognitive informatics and artificial intelligence 
helps in comprehending how the brain processes information for the 
creation of successful intelligent systems 

2 Kathleen E. Metz et.al. [14] 2009 Points to developmental differences between how toddlers and adults 
perceive and attribute randomness, and machine learning helps in its 
analysis.  

3 Hao Cen [8] 2009 Machine learning methods could enhance cognitive modelling and 
offers a practical framework for putting these methods to use with the 
help of GLFA (Generalized Learning Factors Analysis) 

4 Zhang Dezheng et.al [10] 2009 A strategy based on cognitive induction that employs machine learning 
methods to automatically infer information from examples. 

5 Anwar Ali Yahya et.al [37] 2013 Machine learning strategies has the potential to automatically 
categorise class questions according to their degree of cognitive 
complexity. 

6 Elizabeth Bonawitz et.al. 
[13] 

2014 The potential of probabilistic models and learning algorithms to 
enhance cognitive development assessments and thus progress our 
knowledge of how children learn and develop. 

7 Ashish Chandiok et.al. [6] 2015 Machine learning techniques can be used in cognitive decision making 
and it emphasises the significance of choosing the right algorithm for 
the particular issue and context. 

8 Sadique Ahmad et.al.[41] 2015 Machine learning algorithms can be used to determine how emotional 
states affect cognitive abilities and may even be used to create tailored 
interventions for people with various needs. 

9 Rania Aboalela et.al.[36] 2016 The machine learning model is capable of measuring concepts-level 
cognitive skill levels of students correctly and offering useful feedback 
to both students and teachers. 

10 Soumya K. Patil et.al. [45] 2017 The potential of machine learning algorithms in educational evaluation, 
especially in the automatic classification of questions based on cognitive 
complexity is covered. 

11 SrujanaGattupalli et.al. [12] 2017 CogniLearn is a web-based platform that makes use of deep learning 
algorithms to offer tailored training and assessments based on unique 
cognitive profiles. 

12 Samuel Ritter et.al. [15] 2017 Highlights the potential advantages of incorporating knowledge from 
cognitive psychology into the design of deep neural networks. 

13 V.M. Sundharam et.al. [4] 2018 The concept of profiling a child before birth, or during gestation, in 
order to determine some important variables like intelligence level, 
immunity etc using machine learning algorithms. 

14 Duncan E. Astle et.al. [40] 2018 Remapping the cognitive and neural profiles of children who struggle in 
school is another domain of machine learning application. 

15 Mary E. Webb et.al. [33] 2020 The ability to provide personalised learning experiences that can 
improve student outcomes and the capability to automate some 
aspects of instructional design and evaluation are some of the 
advantages of machine learning. 

16 Sanjana Sandeep et.al. [5] 2020 Machine learning models have the potential to monitor trainee abilities 
during cognitive training. 

17 Elisa Nocheseda Chua[35] 2020 Machine learning algorithms helps in focusing on less developed 
cognitive skills and enhancing students' test-taking skills. 

18 Sandeep Singh et.al. [42] 2021 Artificial intelligence (AI) and machine learning is used to assist 
individuals in developing their emotional intelligence. 

19 Ali Saleh Alammary et.al. 
[44] 

2021 Machine learning tools, such as Los Monitor, have the potential to 
support educational assessment and enhance student learning 
outcomes. 
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20 Suvarna Kadam et.al. [9] 2021 The Cognitive Process Automation (CPA) model, a cognitive architecture 
created to capture the essential cognitive processes engaged in difficult 
decision-making tasks helps in assessing cognitive abilities. 

21 Natarajan Anitha et.al. [43] 2021 Sociocognitive abilities of people from various generations can be 
assessed using machine learning techniques. 

22 OssamaEmbarak et.al [34] 2021 The development of a recommendation system for adaptive education 
based on machine learning can raise educational standards by offering 
customised learning. 

23 Andrea K. Bowe et.al. [7] 2022 A model is created that could precisely predict cognitive outcomes in 
childhood using big data and machine learning methods. 

24 XiaomingZhai et.al. [38] 2022 Evaluating argumentation quality in written texts automatically can be 
done using machine learning and cognitive diagnostic modelling 
techniques. 

25 NikhilaKathirisetty et.al. 
[39] 

2022 A model can be created for evaluating student performance based on 
intelligence quotient (IQ) using machine learning algorithms. 
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Abstract: Image is an important means to acquire, express and transmit information. In today’s world, 

images represent a critical subset of all estimations made. Illustrations incorporate DNA microarrays, 

microscopy slides, cosmic perceptions, satellite maps, mechanical vision catch, manufactured opening radar 

pictures, and higher-dimensional pictures, for example, 3-D attractive reverberation or registered tomography 

imaging. The primary aim of this paper will be conversion of images into Grayscale in which conversion of 

Pixels to array takes place and apply blur effect using the Gaussian blur which is a type of image-blurring 

filter that uses a Gaussian function which also expresses the normal distribution in statics for calculating the 

transformation to apply each pixel in the image. The scikit-image is an pitiless prominent image processing 

library. Written in Python, it is intended to be basic and proficient, accessible to non-specialists, and reusable 

in different settings. Digital image processing means computer processing of images. In this paper, firstly 

mainly analyse the application characteristics of Python, focus on the typical functions of image processing 

PIL (python imaging library), and then consult the relevant application cases of image processing. The paper 

also comments on implementation details specific to the Python ecosystem and analyses obstacles faced by 

users and developers of the library. Scikit-image is an open-source image processing library for the Python 

programming language. 

Keywords: Python, Gray scale, Blur effect, Gaussian blur, Scikit image 

 

Introduction: 
Digital image processing deals with the 

manipulation of digital images through a 

digital computer. It is also a subfield of 

signals and systems but it majorly focuses 

on images. The input of this system 

processing is a digital image and the 

system process that image using efficient 

algorithms, and gives an image as an 

output with its corresponding description 

[1]. 

The rising prevalence of Python as a 

logical programming dialect, together 

with the expanding accessibility of an 

extensive eco-arrangement of correlative 

devices, makes it a perfect situation in 

which to deliver a picture handling 

toolbox.  

This paper describes scikit-image, a 

collection of image processing algorithms 

implemented in the python programming 

language by an active community of 

volunteers and available under the liberal 

BSD Open-source license. The rising 

popularity of python as a scientific 

programming language, together with the 

increasing availability of a large eco-

system of complementary tools, make it an 

ideal environment in which to produce an 

image processing toolkit.  

 

Literature survey: 
Image processing is incredible significance 

these days. Face recognition becomes 

troublesome with regards to obscured and 

poorly enlightened images and it is here 

face recognition and reclamation comes to 

picture. In this paper, we survey numerous 

methods that were proposed in such 

manner and in this paper we will inspect 

various methods and technologies talked 

about up until now. The merits and 

demerits of various methods are talked 

about in this worry. This literature survey 

is to give an overall description on the 

different contemplations on the 

development and implementation of 

image/video quality appraisal system of 

image processing [5].  

1.  O. Bielova, R. Hänsch, A. Ley 

and O. Hellwich (2019) et.al proposed A 

Digital Image Processing Pipeline for 

Modelling of Realistic Noise in Synthetic 

Images. The proposed framework models 

realistic noise and different impacts in 

synthetic images by mimicking the image 

arrangement process of digital cameras. 
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The framework works with HDR images 

that can for instance be synthesized in 

Blender yet can likewise be applied to real 

camera images in case they are given in 

RAW configuration. The instance of 

synthetic images, nonetheless, enjoys the 

benefit of allowing power over camera, 

scene, and item parameters from one 

viewpoint, and on the other giving 

admittance to ground truth values for target 

factors like profundity, albedo, and so on 

the expected application is the formation of 

synthetic benchmark datasets for the 

evaluation of image-based algorithms. In 

contrast to different works, the noise in the 

last image isn't modelled dependent on 

data from one particular camera model, 

however re-enacted at the absolute starting 

point of the image arrangement process, 

for example in the raw data, before any 

processing activities are applied. While the 

noise model is straightforward, it considers 

the main, signal-reliant and signal-free 

noise sources. The effortlessness of the 

model allows authority over noise type and 

energy by a couple of parameters with a 

succinct actual interpretation, for example, 

parameters identified with the ISO level 

and the quantum efficiency of the sensor. 

The framework executes all primary 

processing steps inherent to an in camera 

imaging pipeline, for example power 

scaling, auto white balancing, 

demosaicing, denoising, tone mapping, 

gamma correction, and compression. All 

middle results of each stage are available 

and can be put away as HDR files. The 

implementation of the proposed image 

processing pipeline is adaptable and allows 

the client to choose which steps ought to be 

performed with which parameter settings [ 

6]. 

2.  T. Santha and Mohana 

Maniganda Babu V (2016) et.al proposed 

the significance of Real-time, biomedical 

and satellite Image Processing in 

understanding the objects & application to 

Computer Vision. The Computer Vision is 

a more extensive and most blazing area of 

Digital Image Processing with parcel of 

past, progressing and future exploration to 

achieve the mission of giving visual sense 

to computers as like human visual system 

in understanding, processing, classifying, 

manipulating, and reviewing images 

dependent on their classification. The 

Proposed on classifying the image 

dependent on the information content, for 

example, medical, satellite or real-world 

photography images individually. Since 

the digital image processing explores are 

going to arrive at a biggest milestone in 

giving artificial visual system to computer 

which is like human visual system with all 

intelligent capacities in understanding, 

perceiving, manipulating, reusing, 

analyzing, recognizing, classifying, 

restoring, enhancing and applying it in 

relating climate dependent on the 

prerequisite as significant level and in 

significant way. The proposed a little 

starting advance to accomplish the 

artificial visual system to computers by 

applying different algorithms and 

processing stages to group the image 

dependent on the information content. The 

system utilizes Harris Corner Detection 

algorithm for dealing with the edges and 

MCMC (Markov chain Monte Carlo) 

Algorithm is utilized fit examples present 

in the image. Hybrid SVM is applied for 

classification of images dependent on 

object features present in the 

preparation.[7] 

3. D. O. Dantas, H. Danilo Passos 

Leal and D. O. Barros Sousa (2016) et.al 

proposed fast multidimensional image 

processing with OpenCL. 

Multidimensional image data, i.e., images 

with at least three measurements, are 

utilized in numerous areas of science. 

Multidimensional image processing is 

upheld in Python and MATLAB. 

VisionGL is an open-source library that 

gives a bunch of image processing 

functions and can help the developer via 

automatically creating code. The target of 

this work is to expand VisionGL by adding 

multidimensional image processing 

support with OpenCL for elite through 

utilization of GPUs. Benchmarking tests 

were run with window and direct tasks 

toward analyze Python, MATLAB and 

VisionGL when processing 1D to 5D 
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images. Accordingly, speedups of up to 

two significant degrees were gotten. When 

confronted with the need to process higher 

dimensional images, the options are 

relatively few, and the accessible options 

are not exceptionally quick. As another 

option, here theypresent the library 

VisionGL, expanded with functions to 

stack process and save images with at least 

four measurements. The proposed library 

has shaders written in OpenCL, compatible 

with most current GPUs and CPUs, 

accelerating image processing by up to 

around two significant degrees when 

contrasted and Python and MATLAB. 

VisionGL additionally can be effortlessly 

broadened. In the wake of making another 

custom OpenCL shader, its wrapper code 

can be automatically created by a Perl 

script remembered for the library. The 

library is unreservedly accessible from 

Github [8]. 

Getting Started: 

One of the principal objectives of scikit-

image is to make it simple for any client to 

begin rapidly—particularly clients 

officially comfortable with Python's logical 

apparatuses. Keeping that in mind, the 

essential picture is only a standard NumPy 

array, which exposes pixel information 

directly to the user. A new user can simply 

load an image from disk (or use one of 

scikit-image’s sample images), process that 

image with one or more image filters, and 

quickly display the results:  

fromskimageimport 

data, io,filter 

image=data.coins() 

# or any NumPy array! 

edges=filter.sobel(image) 

io.imshow(edges)  

The above exhibit loads data.coins, an 

example image transported with scikit-

image. For a more entire illustration, we 

import NumPy for array control and 

matplotlib for plotting [15-16] At each 

progression, we include the photo or the 

plot to a matplotlib figure appeared in Fig. 

1. 

 

Fig.1. Illustration of several functions 

available in scikitimage: adaptive threshold, 

local maxima, edge detection and labels. 

The use of NumPy arrays as our data 

container also enables the use of NumPy’s 

built-in histogram function. 
importnumpyasnp 

importmatplotlib.pyplotasplt 

# Load a small section of the image. 

image=data.coins()[0:95,70:370] 

fig, axes=plt.subplots(ncols=2, nrows=3, 

figsize=(8,4))  

ax0, ax1, ax2, ax3, ax4, ax5=axes.flat 

ax0.imshow(image, cmap=plt.cm.gray) 

ax0.set_title('Original', fontsize=24) 

ax0.axis('off')  

Since the image is represented to by a 

NumPy array, we can easily perform 

operations, for example, assembling a 

histogram of the power esteems.  

# Histogram. 

values, bins=np.histogram(image, 

bins=np.arange(256)) 

ax1.plot(bins[:-1], values, lw=2, c='k') 

ax1.set_xlim(xmax=256) 

ax1.set_yticks([0,400]) 

ax1.set_aspect(.2) 

ax1.set_title('Histogram', fontsize=24)  



  

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 761 

 
 

To partition the forefront and foundation, 

we edge the image to produce a binary 

image. A few edge calculations are 

accessible. Here, we utilize filter. 

Threshold versatile where the limit esteem 

is the weighted mean for the nearby 

neighbourhood of a pixel.  

# Apply threshold. 

fromskimage.filterimport 

threshold_adaptive 

bw=threshold_adaptive(image,95, 

offset=-15) 

ax2.imshow(bw, cmap=plt.cm.gray) 

ax2.set_title('Adaptive threshold', 

fontsize=24) 

ax2.axis('off')  

We can easily detect interesting features, 

such as local maxima and edges. The 

function feature.peak local max can be used 

to return the coordinates of local maxima in 

an image.  

# Find maxima. 

fromskimage.featureimport 

peak_local_max 

coordinates=peak_local_max(image, 

min_distance=20) 

ax3.imshow(image, cmap=plt.cm.gray) 

ax3.autoscale(False) 

ax3.plot(coordinates[:,1], 

coordinates[:,0], c='r.') 

ax3.set_title('Peak local maxima', 

fontsize=24) 

ax3.axis('off')  

Next, a Canny filter (filter.canny) 

(Canny,1986 ) detects the edge of each 

coin.  

# Detect edges. 

fromskimageimport filter 

edges=filter.canny(image, sigma=3, 

low_threshold=10, 

high_threshold=80) 

ax4.imshow(edges, cmap=plt.cm.gray) 

ax4.set_title('Edges', fontsize=24) 

ax4.axis('off')  

Then, we attribute to each coin a label 

(morphology.label) that can be utilized to 

extricate a sub-picture.. Finally, physical 

data, for example, the position, territory, 

capriciousness, border, and minutes can be 

extricated utilizing measure.regionprops.  

#Label image regions. 

fromskimage.measureimport 

regionprops 

importmatplotlib.patchesasmpatches 

fromskimage.morphologyimport label 

label_image=label(edges) 

ax5.imshow(image, cmap=plt.cm.gray) 

ax5.set_title('Labeled items', 

fontsize=24) ax5.axis('off')  

for region in regionprops(label_image):  

# Draw rectangle around segmented 

coins. minr, minc, maxr, 

maxc=region.bbox 

rect=mpatches.Rectangle((minc, minr), 

maxc-minc, maxr-minr, fill=False, 

edgecolor='red', linewidth=2) 

ax5.add_patch(rect) 

plt.tight_layout() plt.show()  

scikit-image thus makes it possible to 

perform sophisticated image processing 

tasks with only a few function calls. 

[23][24]. 

Conclusion: 

Scikit-image gives simple access to a 

capable exhibit of image processing 

usefulness. In the course of recent years, it 

has seen noteworthy development in both 

reception and commitment, and the group 

is eager to team up with others to see it 

become much further, and to set up it the 

true library for image processing in Python. 

Scikit-image offers a wide assortment of 

picture handling calculations, utilizing a 

basic interface locally perfect with 2D and 

3D pictures. It is all around incorporated 

into the Scientific Python environment, so 

it interfaces well with perception libraries 

and other information preparing bundles. 

Scikit-image has seen enormous 

development since its creation in 2009, 

both as far as clients and included 

highlights. Notwithstanding the developing 

number of logical groups that utilization 

scikit-image for preparing pictures of 

different X-beam modalities, area 

particular instruments are currently 

utilizing scikit-image as a reliance to 

expand upon. Illustrations incorporate 

tomopy for tomographic recreation or 

DIOPTAS for the lessening and 

investigation of X-beam diffraction 

information. It is likely that more 
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application particular programming will 

profit by contingent upon scikit-image later 

on, since scikit picture endeavours to be 

area freethinker and to keep the capacity 

interface stable. On the endclient side, 

future work incorporates better mix of 

parallel handling capacities, consummation 

of full 3D similarity, an improved story 

documentation, speed upgrades, and 

extension of the arrangement of upheld 

calculations.  
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Abstract: Forest fires have become one of the most common disasters in recent years. The effects of forest 

fires have a lasting impact on the environment as they lead to deforestation and global warming which is one 

of the most important causes. Forest fires are managed by collecting satellite images of forests, and if the 

fire’s cause an emergency, authorities are notified to mitigate their impact.  By the time authorities 

discovered the incident, the fire had already done a lot of damage. Early detection and accurate estimation 

of burning forest fires can help us effectively control the damage. Therefore, In this paper, we uses machine 

learning algorithms such as linear regression, neural network logistic regression, decision trees and random 

forests to predict the occurrence of fires based on of different parameters such as inlet temperature, wind, 

rain, humidity, and oxygen data entered by the user in the front-end. The study presents machine 

learning methods using random forest algorithms with a dataset size of 8834 entries and 15 

features per column. 

Keywords: Forest Fires, Support Vector Machine, Machine Learning, Random forest, Decision Tree, Cross 

validation, Classification and regression 

 

I. INTRODUCTION 

Forest fires incidents have 

increased dramatically over the years. 

Uncontrolled Wildfires can be very 

destructive and can cause a great loss to 

human life and property [1]. Although the 

forest fires are natural accurance with in the 

forest echo system. Most commonly the 

forest fires can be caused by climate 

changes and poor land management. Forest 

fire can mainly cause by the naturally, 

anthropogenic (manmade), accentual fires, 

intentional fires etc. The natural causes may 

be rubbing of dry bamboos each other, high 

temperature etc. The accentual fires caused 

by the accentually and carelessness. The 

95% of fires are caused by the man, 

sometimes it is caused unintentionally and 

sometimes it can be caused by 

intentionally. This fire is also called as 

deliberate or intentional fires [2]. 

Destructive wildfire can result in vast 

damage especially where it is closed to 

cities or town where human population 

exists. Among major disaster that can cause 

heavy damage to economy of any country 

other than Wildfires are Floods, tsunamis, 

hurricanes, earthquakes. Forest Fires are 

generally referred to a situation where fires 

under the influence of climatic and 

topographical conditions are more likely to 

cause wildfire destruction and produce 

accidents [1]. 

1.1 Causes of Forest Fire  

1. Natural causes - Many forest fires start 

from natural causes such as lightning which 

set trees on fire. However, rain extinguishes 

such fires without causing much damage. 

High atmospheric temperatures and 

dryness (low humidity) offer favorable 

circumstance for a fire to start. 

2. Man-made causes - Fire is caused when 

a source of fire like naked flame, cigarette, 

electric spark or any source of ignition 

comes into contact with inflammable 

material. 

1.2 Types of Forest Fire  

1. Surface Fire - A forest fire which 

primarily burn as a surface fire, spreads 

along the ground as the surface litter 

(senescent leaves and twigs and dry grasses 

etc) on the forest floor and is engulfed by 

the spreading flames. 

2. Underground Fire - The fires of low 

intensity, consuming the organic matter 

beneath and the surface litter of forest floor 

are sub grouped as underground fire. In 

most of the dense forests a thick mantle of 
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organic matter is find on top of the mineral 

soil. This fire spreads in by consuming such 

materials. The other terminology for this 

type of fire is Muck fires.  

3. Firestorms - Among the forest fires, the 

fire spreading most rapidly is the firestorm, 

which is an intense fire over a large area. 

As the fire burns, heat rises and air rushes 

in, causing the fire to grow. More air makes 

the fire spin violently like a storm[3]. 

2. LITERATURE SURVEY 

Forests, one of the most valuable 

and necessary resources and protect earth’s 

ecological balance, are a natural habitat to 

animals and forest products are essential in 

our lives in many direct and indirect ways. 

But wildfires can cause critical damage to 

grounds and many other resources like 

properties, human life, wildlife in 

superabundant amounts. Wildfires burn 

acres of land and destroy everything in their 

paths in mere minutes. Wildfire destroys 

homes, animals, trees and plants, wildlife as 

well as vegetation. The effects of wildfires 

are several and wide-ranging. it causes a 

hugely notable impact on the economy, 

environment, heritage and social fabric of 

rural areas. Naturally caused wildfires can 

be predicted using factors like temperature, 

humidity, soil moisture, pressure and many 

more. In this the prediction of forest fires 

by machine learning using some 

operational monitoring over a region and 

come up against changes in climate using 

different sensors are advocated. The 

Wildfire Prediction System monitors and 

records changes in climatic parameters and 

predicts the intensity of forest fire based on 

real-time data, thus avoiding the massive 

loss due to forest fires[4]. 

The approach for predicting the 

danger of forest fires using SVM, Decision 

trees, Random Forest, KNN, and Logistic 

Regression are discussed. The results 

demonstrate that the threat of forest fires 

can be predicted with some degree of 

precision. So, based on various 

characteristics like data input on oxygen, 

temperature, and humidity by the un the 

front end, designers suggested a system to 

forecast the percentage of fire occurrence 

using the machine learning methods and 

algorithms such Decision Tree, Random 

Forest, KNN, SVC, and Logistic 

Regression[5]. 

3. METHODOLOGY 

Machine learning is a part of 

artificial intelligence where we are training 

the machine by giving training dataset or by 

making the system analyse the situation and 

produce the result on the basis of this. This 

technique has reduced human effort and 

made life easier. There are different 

methods to train the machine as follows: 

Logistic Regression 

Logistic regression is a statistical 

method for predicting binary classes. The 

outcome or target variable is binary in 

nature. For example, it can be used for 

cancer detection problems. It computes the 

probability of an event occurrence. It is a 

form of binomial regression. The 

relationship between the dependent 

variable and the independent variable helps 

it to predict the target variable. To 

determine their probability and map them 

to some discrete values, the logistic 

regression uses sigmoid function. 

 

Logistic Regression 

 Algorithm: Logistic Regression 

 Input: Forest Fire Dataset  

Steps:  

• Take the user's input and convert it into 

arrays.  

• Preprocess the data used as input 

 • Train the model  

• Finally, use the learned model to produce 

a prediction 

Support Vector Machine (SVM)  

   SVM or Support Vector Machine is 

a linear model for classification and 
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regression problems. It can solve linear and 

non-linear problems and work well for 

many practical problems. The data is 

plotted in N-Dimensional space where the 

coordinates in the plot corresponds to its 

value. The algorithm then creates a line or 

a hyperplane which separates the data into 

classes. According to the SVM algorithm 

we find the points closest to the line from 

both the classes. These points are called 

support vectors. Now, we compute the 

distance between the line and the support 

vectors. This distance is called the margin. 

Our goal is to maximize the margin. The 

hyperplane for which the margin is 

maximum is the optimal hyperplane. 

 

Support Vector Machine  

Algorithm: Support Vector Machine  

Input: Forest Fire Dataset  

Steps:  

 • Expel lost information by pre-processing 

data. 

 • It will check the condition and, if the data 

is categorized, it will display the projected 

outcome. 

 • If data isn't categorized at that moment, it 

will be divided into two categories: 

preparation data and testing data.  

• It will then use the SVM classifier to make 

a prediction. 

 • It will then pre-process the data in order 

to recover the missing data. It will then 

display the expected result and check for 

accuracy. 

Decision Trees  

A decision tree is a flowchart-like 

structure in which each internal node 

represents a test on a feature (e.g. whether 

a coin flip comes up heads or tails) , each 

leaf node represents a class label (decision 

taken after computing all features) and 

branches represent conjunctions of features 

that lead to those class labels. The paths 

from root to leaf represent classification 

rules. Decision trees are constructed via an 

algorithmic approach that identifies ways to 

split a data set based on different 

conditions. It is one of the most widely used 

and practical methods for supervised 

learning. Decision Trees are a non-

parametric supervised learning method 

used for both classification and regression 

task. 

 

Decision Tree Classifier 

 Algorithm: Decision Tree Classifier  

Input: Forest Fire Dataset 

 Steps: 

 • Using the Attribute Selection techniques 

, the data is separated.  

• Here , A property is considered as a 

decision node, which further divides the 

dataset into smaller parts. 

 • The tree is constructed based on 

recursively repeating the above two steps, 

for each part , until the required condition 

is met. 

•All of the tuples are associated with the 

same attribute value. 

Random Forest 

Random forest, like its name 

implies, consists of a large number of 

individual decision trees that operate as an 

ensemble. Each individual tree in the 

random forest spits out a class prediction 

and the class with the most votes becomes 

our model’s prediction. The advantage of 

random forest over decision tree is that they 

correct the over-fitting nature of the 

decision trees. 

           Machine learning models play a 

major role in the process of evaluation and 

prediction. Prediction is often done by 
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using the available variables within the data 

set. 

Through the available variables 

within the data set, machine Learning 

models can make predictions for the long 

term. 

 

Random Forest Classifier 

Algorithm: Random Forest Classifier 

 Input: Forest Fire Dataset 

 Steps: 

 • Take samples from the forest fire dataset 

at random. 

 • For each of the data considered, create a 

decision tree and acquire a forecast result 

from each decision tree.  

• Make a vote for each expected result. 

 • Choose the prediction with the most votes 

as the final forecast[6]. 

Hardware Requirements 

Processors: Intel i3,i5,i7 

● Processor Speed: 3.00GHZ 

● RAM: 4GB 

● Storage: 50GB 

● Monitor: 15inches 

● Keyboard: Standard 102 keys 

● Mouse: Standard 3 buttons 

Software Requirements 

• Operating System can be either Windows 

7,8,9,10, XP 

• Pandas, Numpy, Datetime, Seaborn, 

Matplotlib modules in python. 

4. PERFORMANCE AND RESULT 

In this paper, we show the 

simulations that demonstrate the outcomes 

of the Random Forest algorithm and 

investigate the performance of the 

algorithm in several situations. In this 

work, we used Forest Fire datasets for 

forest fires [7]. 

  For data set import, we have to use 

the following the commands, Here we can 

see that we have 8834 rows and 15 columns 

in our dataset obviously, we have to do a lot 

of data cleaning but first Let’s explore this 

dataset more checking for the null values in 

the forest fire prediction dataset 

fortunately, we don’t have any null values 

in this dataset. 

 

Finding the correlation 

The correlation matrix is used to 

find which attribute has a significant 

correlation on the output target variable. 

The correlation ranges from Negative and 

positive. If the correlation is zero then there 

is no relationship between two attributes. 

 

Data transformation 

In this dataset we have categorical 

variables which needs to be converted into 

a numerical variable. The task here is 

modelled as a regression task.The data 

transformation is done by Python First 

process is to load the data in the python and 

checking if it is loaded properly.Now we 

need to transform the satellite and day-

night attribute to a numerical variable so it 

will be easy for us to implement the 

algorithms. 
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Fig. Data Transform 

For data preprocessing, we used 

the following statement, In train set split, 

data is randomly splitted into training data 

and testing data. We splitted 80% of 

training data and 20% of testing data.  

Model building 

Using Random Forest Regress or for model 

building 

 

Model Tuning 

• The accuracy is not so great, plus the 

model is overfitting 

• So we use Random CV Getting all the 

parameters from the model 

 Putting Radomized Search CV in action! 

• A random search of parameters, using 3 

fold cross-validation, search across 100 

different combinations and use all available 

cores 

• n_iter, which controls the number of 

different combinations to try, and cv which 

is the number of folds to use for cross-

validation. 

 

Just like this snippet, there will be 

numerous folds in this Randomized 

SearchCV creating a new model with tuned 

parameters. 

 

5. CONCLUSION 

In this research, the main idea is to 

perform machine learning algorithms to 

predict forest fires. The data set is presented 

a Forest Fire Dataset. The size of the data 

set is 8834 instances, and some attributes 

are 15. Linear regression, Support Vector 

Machine, Decision Tree and Random 

Forest machine learning algorithm are 

implemented to perform the prediction 

process. These algorithms are applied using 

two scenarios. In the first scenario, all 

attributes of the data set were included and 

in the second scenario, 80% of the 

attributes were included. The training set is 

80% of the data set and the set and the test 

set is 20% of the data set .The experimental 

results demonstrated on the Random Forest 

algorithm shows the best result. 
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Abstract: Online voting is a trend that is gaining momentum in modern society. It has great potential to 

decrease organizational costs and increase voter turnout. It eliminates the need to print ballot papers or open 

polling stations—voters can vote from wherever there is an Internet connection. Despite these benefits, online 

voting solutions are viewed with a great deal of caution because they introduce new threats. A single 

vulnerability can lead to large-scale manipulations of votes. Electronic voting systems must be legitimate, 

accurate, safe, and convenient when used for elections. Nonetheless, adoption may be limited by potential 

problems associated with electronic voting systems. Blockchain technology came into the ground to overcome 

these issues and offers decentralized nodes for electronic voting and is used to produce electronic voting 

systems mainly because of their end-to-end verification advantages. This technology is a beautiful 

replacement for traditional electronic voting solutions with distributed, non-repudiation, and security 

protection characteristics. The following article gives an overview of electronic voting systems based on 

blockchain technology. 

Keywords: electronic voting; security; blockchain-based electronic voting; privacy; blockchain technology 

voting;trust 

1. Introduction 

Electoral integrity is essential not just 

for democratic nations but also for state 

voter’s trust and liability. Political 

voting methods are crucial in this 

respect. From a government standpoint, 

electronic voting technologies can 

boost voter participation and 

confidence and rekindle interest in the 

voting system. As an effective means of 

making democratic decisions, elections 

have long been a social concern. As the 

number of votes cast in real life 

increases, citizens are becoming more 

aware of the significance of the 

electoral system [1,2]. 

The voting system is the method 

through which judges judge who will 

represent in political and corporate 

governance. Democracy is a system of 

voters to elect representatives by 

voting [3,4]. The efficacy of such a 

procedure is determined mainly by the 

level of faith that people have in the 

election process. The creation of 

legislative institutions to represent the 

desire of the people is a well-known 

tendency. Such political bodies differ 

from student unions to constituencies. 

 
Fig 1. The blockchain structure 

 

It is essential to ensure that assurance in voting 

does not diminish. A recent study revealed that 

the traditional voting process was not wholly 

hygienic,  posing several questions, including 

fairness, equality, and people’s will, was not 

adequately [7] quantified and understood in the 

form of government. 

 

2. Background 

The first things that come to mind about the 

block chain are cryptocurrencies and smart 

contracts because of the well-known initiatives 

in Bitcoin and Ethereum. Bitcoin was the first 

crypto-currency solution that used a blockchain 

data structure. Ethereum introduced smart 

contracts that leverage the power of blockchain 

immutability and distributed consensus while 

offering a crypto- currency solution 

comparable to Bitcoin.  

The concept of smart contracts was introduced 

much earlier by Nick Szabo in the 1990s and is 

described as “a set of promises, specified in 

digital form, including protocols within which 

the parties perform on these promises” [16].  
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Ethereum, a smart contract is a piece 

of code deployed to the network so 

that everyone has access to it. The 

result of executing this code is verified 

by a consensus mechanism and by 

every member of the network as a 

whole [17]. 

Today, we call a blockchain a set of 

technologies combining the blockchain 

data structure itself, distributed 

consensus algorithm, public key 

cryptography, and smart contracts [18]. 

Below we describe these technologies in 

more detail.  

Blockchain creates a series of blocks 

replicated on a peer-to-peer network. 

Any block in blockchain has a 

cryptographic hash and timestamp 

added to the previous block, as shown 

in Figure 1.  

 

A block contains the Merkle tree block 

header and several transactions [19]. It 

is a secure networking method that 

combines computer science and 

mathematics to hide data and 

information from others that is called 

cryptography.  

 

It allows the data to be transmitted 

securely across the insecure network, in 

encrypted and decrypted forms 

How Blockchain Can Transform the 

Electronic Voting System 

Blockchain technology fixed 

shortcomings in today’s method in 

elections made the polling mechanism 

clear and accessible, stopped illegal 

voting, strengthened the data 

protection, and checked the outcome of 

the polling. The implementation of the 

electronic voting method in blockchain 

is very significant [35]. However, 

electronic voting carries significant 

risks such as if an electronic voting 

system is compromised, all cast votes 

can probably be manipulated and 

misused.  

Electronic voting has thus not yet been 

adopted on a national scale, considering 

all its possible advantages. Today, there is a 

viable solution to overcome the risks and 

electronic voting, which is blockchain 

technology. In Figure 4, one can see the main 

difference between both of the systems. In 

traditional voting systems, we have a central 

authority to cast a vote. If someone wants to 

modify or change the record, they can do it 

quickly; no one knows how to verify that record. 

 

One does not have the central authority; the data 

are stored in multiple nodes. It is not possible to 

hack all nodes and change the data. Thus, in this 

way, one cannot destroy the votes and efficiently 

verify the votes by tally with other nodes. If the 

technology is used correctly, the blockchain is a 

digital, decentralized, encrypted, transparent 

ledger that can withstand manipulation and 

fraud. Because of the distributed structure of the 

blockchain, a Bitcoin electronic voting system 

reduces the risks involved with electronic voting 

and allows for a tamper-proof for the voting 

system. A blockchain-based electronic voting 

system requires a wholly distributed voting 

infrastructure.  

 

Electronic voting based on blockchain will only 

work  

 
Fig 4. Traditional vs. blockchain voting system. 

 

where the online voting system is fully 

controlled by no single body, not even the 

government [36]. To sum-up, elections can only 

be free and fair when there is a broad belief in 

the legitimacy of the power held by those in 

positions of authority.  

 

The literature review for this field of study and 

other related experiments may be seen as a good 

path for making voting more efficient in terms of 

administration and participation. However, the 

idea of using blockchain offered a new model for 

electronic voting. 

 

3. Literature Survey 

Several articles have been published in the recent 
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era that highlighted the security and 

privacy issues of blockchain-based 

electronic voting systems. Reflects the 

comparison ofselected electronic voting 

schemes based on blockchain.  

The open vote network (OVN) was 

presented by [76], which is the first 

deployment of a transparent and self-

tallying internet voting protocol with 

total user privacy by using Ethereum. In 

OVN, the voting size was limited to 50–

60 electors by the framework. The OVN 

is unable to stop fraudulent miners from 

corrupting the system. A fraudulent 

voter may also circumvent the voting 

process by sending an invalid vote. The 

protocol does nothing to guarantee the 

resistance to violence, and the electoral 

administrator wants to trust [77,78]. 

Furthermore, since solidity does not 

support elliptic curve cryptography, 

they used an external library to do the 

computation [79]. After the library was 

added, the voting contract became too 

big to be stored on the blockchain. Since 

it has occurred throughout the history of 

the Bitcoin network, OVN is 

susceptible to a denial-of-service attack 

[80]. Table 3 shows the main 

comparison of selected electronic 

voting schemes based on blockchain. 

Table 3. Comparison of selected 

electronic voting schemes based on 

blockchain. 

 

 
 

Lai et al. [81] suggested a decentralized 

anonymous transparent electronic 

voting system (DATE) requiring a 

minimal degree of confidence between 

participants. They think that for large-

scale electronic elections, the current 

DATE voting method is appropriate. 

Unfortunately, their proposed system is 

not strong enough to secure from DoS 

attacks because there was no third-party 

authority on the scheme responsible for 

auditing the vote after the election process. This 

system is suitable only for small scales because 

of the limitation of the platform [8]. Although 

using Ring Signature keeps the privacy of 

individual voters, it is hard to manage and 

coordinate several signer entities. They also use 

PoW consensus, which has significant 

drawbacks such as energy consumption: the 

“supercomputers” of miners monitora million 

computations a second, which is happening 

worldwide. Because this arrangement requires 

high computational power, it is expensive and 

energy-consuming hahzad et al. [2] proposed the 

BSJC proof of completeness as a reliable 

electronic voting method. 

 

They used a process model to describe the whole 

system’s structure. On a smaller scale, it also 

attempted to address anonymity, privacy, and 

security problems in the election. However, 

many additional problems have been 

highlighted. The proof of labor, for example, is a 

mathematically vast and challenging job that 

requires a tremendous amount of energy to 

complete. Another problem is the participation 

of a third party since there is a significant risk of 

data tampering, leakage, and unfair tabulated 

results, all of which may impact end-to-end 

verification. On a large scale, generating and 

sealing the block may cause the polling process 

to be delayed [8]. 

Gao et al. [8] has suggested a blockchain- based 

anti-quantum electronic voting protocol with an 

audit function. They have also made 

modifications to the code-based Niederreiter 

algorithm to make it more resistant to quantum 

assaults. The Key Generation Center (KGC) is a 

certificateless cryptosystem that serves as a 

regulator. It not only recognizes the voter’s 

anonymity but also facilitates the audit’s 

functioning. However, an examination of their 

system reveals that, even if the number of voters 

is modest, the security and efficiency benefits are 

substantial for a small-scale election. If the 

number is high, some of the efficiency is reduced 

to provide better security [82]. 

Yi [83] presented the blockchain-based 

electronic voting Scheme (BES) that offered 

methods for improving electronic voting security 

in the peer-to-peer network using blockchain 

technology. A BES is based on the distributed 

ledger (DLT) may be employed to avoid vote 
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falsification. The system was tested and 

designed on Linux systems in a P2P 

network. In this technique, counter-

measurement assaults constitute a 

significant issue. This method 

necessitates the involvement of 

responsible third parties and is not well 

suited to centralized usage in a system 

with many agents. A distributed 

process, i.e., the utilization of secure 

multipart computers, may address the 

problem. However, in this situation, 

computing expenses are more 

significant and maybe prohibitive if the 

calculation function is complex and 

there are too many participants. [84,85]. 

Khan, K.M. [86] has proposed block- 

based e-voting architecture (BEA) that 

conducted strict experimentation with 

permissioned and permissionless 

blockchain architectures through 

different scenarios involving voting 

population, block size, block generation 

rate, and block transaction speed. Their 

experiments also uncovered fascinating 

findings of how these parameters 

influence the overall scalability and 

reliability of the electronic voting 

model, including interchanges between 

different parameters and protection and 

performance measures inside the 

organization alone. In their scheme, the 

electoral process requires the 

generation of voter addresses and 

candidate addresses. These addresses 

are then used to cast votes from voters 

to candidates. The mining group 

updates the ledger of the main 

blockchain to keep track of votes cast 

and the status of the vote. The voting 

status remains unconfirmed until a 

miner updates the main ledger. The vote 

is then cast using the voting machine at 

the polling station. 

However, in this model, there are some 

flaws found. There is no regulatory 

authority to restrict invalid voters from 

casting a vote, and it is not secure from 

quantum attach. Their model is not 

accurate and did not care about voter’s 

integrity. Moreover, their scheme using 

Distributed consensus in which 

testimonies (data and facts) can be organized into 

cartels because fewer people keep the network 

active, a “51%” attack becomes easier to 

organize. This attack is potentially more 

concentrated and did not discuss scalability and 

delays in electronic voting, which are the main 

concerns about the blockchain voting system. 

They have used the Multichain framework, a 

private blockchain derived from Bitcoin, which 

is unsuitable for the nationwide voting process. 

As the authors mentioned, their system is 

efficient for small and medium-sized voting 

environments only. 

 

4. Proposed Methodology 

Define the requirements: Start by defining the 

requirements of the electronic voting system. 

This includes understanding the type of elections 

to be conducted, the number of voters, the 

number of candidates, the voting mechanism, the 

level of security required, and so on. 

 

Select the appropriate blockchain platform: 

Choose the most suitable blockchain platform 

for the voting system based on the requirements 

defined in the previous step. For instance, public 

or permissioned blockchain, the consensus 

mechanism, scalability, and transaction 

throughput. 

 

Design the system architecture: Develop the 

architecture of the electronic voting system. The 

system should include a front- end interface for 

voters, a backend for the election commission to 

verify results and issue smart contract, a 

blockchain layer to store voting data, and a 

mechanism to ensure security. 

Implement the smart contract: Develop and 

implement smart contracts that manage the 

voting process. These smart contracts should be 

designed to ensure that only eligible voters can 

participate in the election, prevent multiple 

voting, and ensure the integrity of the voting 

process. 

 

 

Integrate with the blockchain: The electronic 

voting system should be integrated with the 

blockchain. Each vote cast should be recorded on 

the blockchain, and a distributed ledger that can 

be audited by authorized parties. 
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Test and audit the system: Conduct 

thorough testing of the system to ensure 

that it works as intended. The system 

should also be audited by third-party 

experts to identify and mitigate 

potential security vulnerabilities. 

 

Deploy the system: Once the system has 

been tested and audited, it should be 

deployed for use in elections. The 

election commission must ensure that 

voters have 

access to the system and can participate 

in the election. 

 

Monitor the system: After deployment, 

the system should be continuously 

monitored for any security breaches or 

other issues. Regular audits should be 

conducted to ensure the integrity of the 

voting process. 

In conclusion, the development of a 

blockchain-based electronic voting 

system requires careful planning and 

execution. It is essential to ensure that 

the system is secure, transparent, and 

accessible to all eligible voters. A well-

designed electronic voting system 

based on blockchain technology has the 

potential to increase the efficiency and 

transparency of the voting process 

while maintaining the confidentiality of 

the voters. 

 

5. Result And Discussion 
The method's strength is its end-to-end 

learning design. The problem is that it 

requires a lot of data with human labels, 

which is too expensive in real life. 

Moreover, the current approach still has 

considerable faults in both phrase 

creation and object detection. Our 

software loads the text and image files 

into separate variables while saving the 

test file as a string. The dictionary that 

links each image to a set of five 

descriptors is created using this string 

and some minor modifications. Here are 

a few screenshots of the front end that 

was created, which is an HTML, CSS, 

and JavaScript website. 

Our home page is this. There is a navigation 

menu with links to the Hashtags, Caption 

Generator, and Caption Recommender 

sections.Here, we can see that when a user clicks 

on a hashtag, they are presented with a list of 

websites from which they can view some popular 

hashtags, such as nature, travel, etc. Captions are 

handled in the same way.These websites 

currently just provide a static list of hashtags and 

captions, but in the future, we hope to make them 

dynamic by showing hashtags and captions that 

are currently trending based on actual activities. 

5. Conclusion 

We have seen a variety of frameworks and 

strategies utilised in this study for online voting. 

This page provides a brief overview of the many 

approaches currently being used in online 

voting. The article will assist in creating a system 

that will address current and forthcoming 

difficulties and will do so by removing 

shortcomings from these earlier architectural 

designs. Traditional databases are maintained by 

a single organization, and that organization has 

complete control of the database, including the 

ability to manipulate with the stored data, to 

censor otherwise valid changes to the data, or to 

add data fraudulently. For most use cases, this is 

not a problem since the organization which 

maintains the database does so for its own 

benefit, and therefore has no motive to falsify the 

database’s contents; however, there are other use 

cases, such as a financial network, where the data 

being stored is too sensitive and the motive to 

manipulate it. 

Electronic voting has been used in varying forms 

since 1970s with fundamental benefits over 

paper based systems such as increased efficiency 

and reduced errors. With the extraordinary 

growth in the use of blockchain technologies, a 

number of initiatives have been made to explore 

the feasibility of using blockchain to aid an 

effective solution to e- voting. This paper has 

presented one such effort which leverages 

benefits of blockchain such as cryptographic 

foundations and transparency to achieve an 

effective solution to e-voting. The proposed 

approach has been implemented with Multichain 

and in- depth evaluation of approach highlights 

its effectiveness with respect to achieving 

fundamental requirements for an e-voting 

scheme. In continuation of this work, we are 

focused at improving the resistance of 
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blockchain technology to ‘double 

spending’ problem which will translate 

as ‘double voting’ for e-voting systems. 

Although blockchain technology 

achieves significant success in etection 

of malleable change in a transaction  

however successful demonstration of 

such events have been achieve which 

motivates us to investigate it further. To 

this end, we believe an effective model 

to establish trustworthy provenance for 

e-voting systems will be crucial to 

achieve an end- to-end verifiable e-

voting scheme. The work to achieve this 

is underway in the form of an additional 

provenance layer to aid the existing 

blockchain based infrastructure.  
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Abstract: Recent development of Artificial Immune System brings new opportunity to enhance the security issues of the 

new Internet of Things security challenges. So, it will create healthy environment for future research and development, so 

there is no existing systematic or comprehensive study about the importance for Internet of Things ecosystem security 

measures. Therefore our work objective is to perform the comprehensive review on the studies of Artificial Immune System 

approaches to secure the Internet of Things ecosystem. Artificial Immune System is one of the important method under the 

intelligent computation and rules-based Machine Learning. This methodology is a sub field of biologically inspired nature 

computation. Our work aims to identify the flaws on existing solution, evaluate the different scenario and perform a 

comprehensive study of the Artificial Immune System.  

Keywords: Artificial Immune System, IoT Architecture, IoT security, Natural computation, Rule-Based Machine 

Learning. 

 

I. Introduction 

The Internet of things (IoT) describes physical 

objects (or groups of such objects) with sensors, 

processing ability, software and other 

technologies that connect and exchange data 

with other devices and systems over the Internet 

or other-communications networks 

.[1]Internet of things has been considered a 

misnomer because devices do not need to be 

connected to the public internet, they only need 

to be connected to a network and be individually  

Addressable. The field has evolved due to the 

convergence of multiple technologies, including 

ubiquitous computing, commodity sensors, 

increasingly powerful embedded systems, as 

well as machine learning. Traditional fields of 

embedded systems, wireless sensor networks, 

control systems, automation (including home 

and building automation), independently and 

collectively enable the Internet of things.There 

are a number of concerns about the risks in the 

growth of IOT technologies and products, 

especially in the areas of privacy and security, 

and consequently, industry and governmental 

moves to address these concerns have begun, 

including the development of international and 

local standards, guidelines, and regulatory 

frameworks. AISs are one important technique 

under a computationally intelligent and rules-

based ML scheme stimulated by the ideas and 

methods of the vertebrate immune system. AIS 

is concerned with an extension of the structure 

and role of the immune system to computational 

structures and with the analysis of the usage of 

such methods to solve analytical problems 

relevant to mathematics, engineering, and 

information science. This methodology is a sub-

field of biologically inspired computation and 

natural computation, with developments in ML 

and contributing to the broader area of AI. AIS 

is an adaptive system based on abstract 

immunology and resistant purposes, with the 

laws and prototypes used to solve problems. The 

major issues of AIS are as follows. A 

combination of immune and other systems: 

Embedding of the AIS with machines is very 

complex. Therefore the mode for an 

understanding of the function of the immune 

system is to implement innovative hybrid 

algorithms. A theoretical basis for AIS: The AIS 

technique has been extended for different 

problem domains, but still effort is needed to 

grasp the essence of AISs and where they are 
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best applied. Because of this, heterogeneous 

AIS implementations are limited. 

This paper contributes introductory discussion 

on:  Internet of Things and Artificial Immune 

System. It is organized as follows: Section II 

gives review of Literature, Section III overview 

of IoT security and IoT Architecture models, 

Section IV outlines the application of AIS and 

Section V contains AIS algorithm related issues 

and Lastly Section VI offers conclusions and 

future directions.  

 

II. Literature Review 
This section explores the previous literature 

review of the AIS approaches to emphasize the 

need for this SLR (Systematic literature Review) 

Secondary studies on artificial immune system: 

Thus far, there have been a number of surveys on 

Artificial Immune 

Systems. Many of these studies have reviewed 

the AIS from a general perspective. For instance, 

Silva et al. (Angelov et al., 2016) [6] and Elsayed 

et al. (Mohamed Elsayed et al., 2012a) 

summarized the models, applications, recent 

works and challenges on AISs. While Zheng et al. 

(2010) [7] based on immunity concepts, reviewed 

the computational applications in multiple areas, 

computer security, fault detection, anomaly 

detection, optimization, classification/clustering, 

and other minor application areas. In addition to 

this, the researcher offered a number of 

suggestions to the interested community which 

could help move the area forward. From the 

security aspect, the monograph of Ying Tan 

(2016)[8] covered the biological immune system 

and AIS and explored deeply the theories behind 

the computer immune system (CIS) and its 

applications. Also, the author presented many 

malware detections with detailed materials, 

experiments and comparisons with state-of-the-

art malware detection. This reference considers a 

good guide for newcomers to the field. More 

recently, theories behind the computer immune 

system (CIS) and its applications. Also, the 

author presented many malware detections with 

detailed materials, experiments and comparisons 

with state-of-the-art malware detection. This 

reference considers a good guide for newcomers 

to the field. More recently, Fernandes et al. 

(2017) [9] discussed the principles and 

propositions of AIS and summarized several 

applications to computer security problems. 

Finally, they highlighted the open issues and the 

applicability to cloud computing environments. 

The needs for a systematic literature review on 

artificial immune: System in IoT security to 

conducting this review, we had come across 

several papers applying AIS specifically to IoT 

for security purpose. Although these studies deal 

with the AIS, none of them provide a study of 

applying AIS techniques specific to the IoT 

security paradigm. Nevertheless, we had 

encountered two reviews; the first directly related 

to AIS and IoT but it does not address security in 

general, while the second deals with the issue of 

AIS from the perspective of security in general, 

but it has nothing to do with the IoT domain: 

Pamukov (2017)[10]: this study focused on the 

intrusion detection area based on two algorithms 

of AIS (Negative Selection and Danger Theory). 

while Fernandes et al. (2017)[9]: this study 

addressed the issue of AIS from the perspective 

of security in general, but not related to IoT 

domain. To the best of our knowledge, neither of 

these reviews formed insights into the application 

of AIS approaches to secure the IoT landspace, 

leading us to pursue this systematic review. 

Therefore, the main contribution of this SLR is 

the extensive literature survey of AISs applied to 

IoT environment for various security purposes. 

Also, our desire to provide brief and useful 

content for newcomers to catch up in the field. 

On the other hand, the AIS approaches, issues and 

challenges have been discussed mainly based on 

a general perspective that does not cover the 

security issues or the IoT ecosystems. No 

previous study has classified and analyzed the 

AIS algorithms based on its properties or the 

security requirements of the Internet of Things. 

Also since it is still an emerging topic, to our 

knowledge the proposed recommendations were 

not touched upon by any previous study. 

 

III. IOT Security and Architecture: 
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In 1991, Mark Weiser was the first who 

introduced the idea of the Internet of Things 

(IoT) (Weiser, 1991)[4]. When we talk about 

IoT security, we mean the traditional 

Information Technology (IT) and Operational 

Technology (OT). There was isolation between 

the industrial networks and the traditional IT 

networks  

but today’s IoT networks have bridged this gap. 

The evolution of IT technologies in the OT space 

increase the accessibility to this limited 

connection area and abuse of those systems is 

easier and larger scale. This accessibility and 

scale cause a major concern, because the devices 

in the operational field were kept in silos. Also, 

the natural properties of these systems were not 

developed to run on shared infrastructure and 

not designed with built-in security standards. 

However, a huge focus and priority must be paid 

to OT security due to the increasing number of 

disclosures in industrial control systems (ICSs) 

since 2010 (C. Systems) [5]. The differences 

between an enterprise IT environment and an 

industrial-focused OT deployment are 

important to understand because they have a 

direct impact on the security practice applied to 

them. 

The IoT architecture is a fundamental way to 

design the various elements of the IoT so that it 

can deliver services over the networks. In 

essence, IoT architecture is the system of 

numerous elements: sensors, protocols, 

actuators, cloud services, and layers. There is no 

single architecture to match different IoT 

applications.The most basic IoT architecture is 

three-layer architecture as shown in Fig.1 It was 

introduced in the early stages of research in this 

area. It has three layers, namely, the perception, 

network, and application layers. 

 

 

Fig. 1.1 Three-layer architecture. 

 

Perception layer: This is also called the sensor 

layer. This layer’s task is to recognize objects 

and gather the data from sensors. The sensors 

are preferred based upon the requirement of 

applications. Data collected by these sensors 

may include position, variations in the air, 

surroundings, vibration, etc. 

Network layer: This layer is also known as 

the transmission layer. It carries data 

collected from physical objects and transmits 

them via sensors. It is highly sensitive to 

privacy and security attacks. 

Application layer: The main task of this 

layer is to transmit information from IoT 

application services to individuals. The 

services can vary for each application 

since they depend on the data gathered by 

the sensors. 

IV. Application of AIS 
Nature has crafty ways to solve problems. The 

knowledge retrieved from its observation has 

been a source of inspiration for computer 

scientists throughout the years, which aim to 

derive solutions for problems that may be 

otherwise hard or impossible to solve with other 

methods, possibly having higher computational 

complexity. In the cases where analytic 

expressions are not available, nature-inspired 

computing may be able to find sub- optimal 

solutions efficiently. Nature-inspired algorithms 

abstract the phenomena found in the wild and 

are subject to evolutionary steps or computing 

layers in order to converge to a solution. 

Examples include Ant Colony Optimization 

(ACO), Particle Swarm Optimization (PSO), 

Artificial Neural Networks (ANNs) and 

Artificial Immune Systems (AISs). 
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 Fig. 1.2 Application of AISs to Computer 

Security  
 

AISs abstract many theories of the biological 

immune system, which is not fully understood 

to this date. The immune system has the 

responsibility of protecting the body from 

foreign and potentially dangerous 

microorganisms called pathogens. To fight them 

off, the immune system has developed the innate 

and the adaptive immune subsystems. The 

translation of the immune system to the 

computing realm seems to be contextually 

correct and particularly  

Suited for security purposes. The seminal works 

of Forrest et al. [2] and Kephart [3] , in 1994, for 

the detection of malware underline that view. 

One of the best things about the immune system 

is that it is capable of distributively detecting a 

vast number of unknown patterns using limited 

body resources. The ability to retain memory is 

also a key feature of the immune system, 

allowing faster responses to be triggered for 

pathogens that has encountered before. This 

behavior has distinct applications in computer 

security, specifically in the detection of 

anomalies in networks or computers. 

AISs are modeled with positive or negative 

samples so that non self (anomalous object(s)) 

is distinguished from self, the set characterizing 

normalcy of the monitored system. Research on 

information and network security, particularly 

with the purpose of detecting security incidents, 

can be broken up according to different criteria. 

For example, one can consider deployment, 

purpose or scope of security solutions for such 

classification. For deployment and scope, 

systems built either for hosts, network or 

applications can be characterized under distinct 

topics. Fig. 1.3 depicts five of those topics, 

namely malicious process detection, anomaly 

detection, intrusion detection, scan and flood 

detection, and fraud detection. Whereas the 

detection of malicious processes is done at the 

host level, detection of intrusions, scans or 

floods is a problem ad- dressed at n etwork 

points. Studies under fraud detection analyse 

subjects such as spam and phishing, thereby 

conveying the more broad meaning of the art of 

deception. Anomaly detection refers to more 

generic works that attempt to provide all-in-one, 

agnostic solutions for the detection of 

abnormality. 

 

V. AIS algorithm related issues:  

This section offers several important issues that 

have not been comprehensively and thoroughly 

studied until now. 

a) The growing maturity level: although the 

artificial immune system methods still in a 

formative stage, we could observe a clear growth 

in its maturity. Another sign of growth, the 

existence of these studies discussed in this SLR 

for an emerging environment such as IoT. 

However, it needs more attention compared with 

other techniques of artificial intelligence, 

especially with real-world case studies. Many 

experiments on the ground lead to more 

confidence by researchers and practitioners. 

Moreover, the inclusion of up-to-date 

immunological findings in immune models to 

ensure that immune algorithms produce real 

advantages. 

b) Reinventing the wheel: despite the benefit of 

adopting the AIS approach is clear, the 

researchers and practitioners have yet to come up 

with the killer application of AIS. This does not 

require the miraculous invention; instead of 

building a new algorithm, the evolutionary 

adaptation of AIS techniques that prove 

successful in other networks according to the IoT 

paradigm and the capabilities of smart devices. 

Furthermore, the biological immune system does 

not work in isolation mode, the attention must be 

paid to other biological systems that interact with 

the immune system. For example, neural 

networks and endocrine systems. This 



  

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 780 

 
 

conjunction will lead to better understanding and 

new development. 

c) Changing the Style: the heterogeneity of IoT 

applications, communication and infrastructures 

leads to an unequally variety of security 

challenges. As we observe in the section many 

AIS approaches have been applied in networks 

and applications layer, while it could follow 

bottom-up fashion. Following the bottom-up 

fashion the security should apply at physically 

and non-physically levels, starting with a secure 

booting process, authentication procedures and 

access control rules. Moreover, most of the 

immunity-based published researches have been 

approached in unresponsive defense fashion 

which is not consistent with the way the 

biological immune system works. The IoT 

complex nature will need for sophisticated 

response mechanism, hence to provide a secure 

environment and build a robust AIS algorithm, 

we should not rely on threat detection but must 

provide an appropriate and proactive response to 

various threats. 

d) Security of AIS Algorithms: researchers 

recently investigated various threats that can be 

launched against AI algorithms. These threats 

either effects the model accuracy or expose 

sensitive data. Accordingly, many adversaries 

target training data phase. For example, a 

poisoning attack which type of causative attack 

that disrupts the availability and the integrity of 

the models via injecting adversarial samples to 

the training data set by similar features with 

malicious samples but incorrect labels Also, the 

adversaries can generate a set of elaborate 

samples to evade detection, impersonate victims 

to obtain unauthorized access. Consequently, the 

security of the AIS algorithms is still in question. 

What if the attackers know how the AIS 

algorithms are trained? or get access to the 

training data? They could design an attack based 

on this knowledge. No previous study has 

investigated these questions though it is an 

essential part of the AIS security ecosystem. 

Moreover, the lack of a comprehensive 

understanding of AIS vulnerabilities leaves 

significant exploitable blind spots in advanced  

systems and limits efforts to develop effective 

defenses More investigation 

 

VI. Conclusion 
In this paper, we presented a comprehensive review 

of Artificial Immune System is carried out . We 

started by explaining what is IoT and what is AIS 

and its applications , also we  discussed the IoT 

security and its applications .  Further, we discussed 

AIS algorithm related issues. We think future 

research may benefit from testing AISs with 

more types of attacks and additional properties 

to define self on a production setting. The 

extensibility and applicability of AISs could 

thus be put to test in a wider diversity of security 

applications. 

References 

1. L. Sergio , “What is Internet of Things (IoT)? 

139+1 definitions since 1999,” RT. 

https://www.rtsrl.eu/blog/what-is-internet-of-

things-iot/ (accessed Mar. 05, 2023). 

2. Forrest S , Perelson AS , Allen L , Cherukuri R 

. Self-nonself discriminationin a computer. 

In:Proceedings of the IEEE symposium on 

security and privacy (SP). Oakland, CA, USA: 

IEEE Computer Society; 1994. p. 202–13 . 

3. Kephart JO . A biologically inspired immune 

system for computers. In: Pro- ceedings of the 

4th international workshop on the synthesis and 

simulation of living systems; 1994. p. 130– 9. 

4. Weiser, M., 1991. The computer for the 21st 

century. Sci. Am. 265 (3), 66–7. 

5. Chen, J., Chen, C., 2014. Design of complex 

event-processing IDS in internet of things. In: 

Proceedings - 2014 6th International 

Conference on Measuring Technology and 

Mechatronics Automation, ICMTMA 2014. 

IEEE, pp. 226–229. 

6. Angelov, P.P., Silva, G.C., Dasgupta, D., 2016. 

A survey of recent works in artificial immune 

systems. In: Handbook on Computational 

Intelligence. WORLD SCIENTIFIC, pp. 547–

586. 

7. M .Elsayed, S.A., Ammar, R.A., Rajasekaran, 

S., 2012. Artificial immune systems. In: 



  

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 781 

 
 

Proceedings of the 27th Annual ACM 

Symposium on Applied Computing – SAC 12. 

ACM Press, New York, New York, USA, p. 

256. 

8. Tan, Y., 2016. Artificial Immune System: 

Applications in Computer Security. Wiley- 

IEEE Computer Society. 

9. Fernandes, D.A., Freire, M.M., Fazendeiro, 

P.A., Incio, P.R., 2017. Applications of 

artificial immune systems to computer security: 

a survey. Journal of Information Security and 

Applications 35, 138–159. 

10. Pamukov, M., Poulkov, V., 2017. Multiple 

negative selection algorithm: improving 

detection error rates in IoT intrusion detection 

systems. In: Proceedings of the 2017 IEEE 9th 

International Conference on Intelligent Data 

Acquisition and Advanced Computing 

Systems: Technology and Applications, 

IDAACS 2017, vol. 1. IEEE, pp.543–547. 



  

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 782 

 
 

Factors Affecting Academic Performance of Learners Using Machine 

Learning 

1Ms. Ashwini V. Virulkar & 2Dr. Ashish B. Sasankar 
1Research Scholar, DECS, R.T.M Nagpur University, Nagpur                                                                       

2Principal, New Arts, Commerce and Science College, Wardha                                                                                                                                                                                                                                                                                                                         
   

Abstract: Education plays a vital role in one’s life. It may be in either formal way or an informal way. It is indeed 

a need to evaluate the performance of learners. Now a days blended learning hybrid learning, distance learning 

technique seems to be highly acquired. Even though there is the popularity of these modes of learning, learners 

face many challenges. There are many challenges in traditional as well as online mode. There are numerous issues 

that mark the performance of learners. The aim of the study is to identify the various factors affecting the 

performance of learners and explore supervised Machine learning algorithms that helps the study to evaluate and 

predict the factors affecting the performance of learners based on evaluation metrics. The learning environment, 

family background, communication skill, first language of learning, Standard of Living, Interest are some of the 

factors that affects the performance of learners. Naive Bayes classifier, Random Forest, SVM, ANN, Decision 

Tree, Linear Regression are found to be widely used algorithms for predicting the performance of learners as it 

gained high accuracy depending on sample size. 

Keywords: Blended learning, performance, Machine learning, collaborative, challenges 

 

Introduction 

      The academic performance of learners 

plays vital role in any educational 

institutions. The academic performance is 

considered in all terms. Today, teaching 

learning is not limited to traditional way but 

various modes of learning has taken place 

like distance learning, hybrid learning, 

blended learning, flipped classroom etc.  In 

spite of its popularity the learners face many 

challenges. However, to ease this chore, 

many researchers has used machine learning 

to identify the performance of learners by 

fetching the knowledge from educational 

databases.  There are numerous issues that 

mark the performance of learners. The 

studies have been done which shows the 

various factors that affect the performance of 

learners. Various assessment methods are 

being applied to evaluate the performance of 

learners. There is the need to analyze the 

various factors affecting learner’s 

performance. The learning environment, 

family background, communication skill, 

first language of learning, Standard of 

Living, Interest are some of the factors that 

affects the performance of learners 

 

Literature Review 
Wan Alia Izzati Binti et.al in the research 

paper “Factors Affecting Student’s 

Academic Performance” studies the role of 

various factors in order to understand their 

role in the student’s academic performance 

using machine learning algorithms. Light 

Gradient Boosting Machine showed the good 

results compared to other algorithms in the 

multi-class classification problem. It resulted 

with accuracy as 0.87 and F1-score as 0.86, 

respectively. It identified the factors that 

affect the performance of learners and found 

that lack of self-confidence due to pressure of 

proving oneself or for the family is the most 

significant reason for low academic 

performance [1]. 
The Article “Hybrid Machine Learning 

Algorithms for Predicting Academic 

Performance” predicts the performance of 

learners in mathematics subject and 

introduces a hybrid approach of Principal 

component Analysis (PCA) along with 

machine learning algorithms like random 

forest (RF), C5.0 of decision tree (DT), and 

naïve Bayes (NB) of Bayes network and 

support vector machine (SVM) to evaluate 

the classification accuracy and root mean 
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square error (RSME) as evaluation metrics of 

the proposed models. The research concluded 

that hybrid model produced high 

performance which shows itself as a potential 

algorithm for solving prediction and 

classification problem [2]. 

S. K. Pushpa et.al in the research paper at the 

conference “Class Result Prediction using 

Machine Learning” uses supervised learning 

algorithms such as Support Vector Machine, 

Naïve Bayes Classifier, Random Forest 

Classifier, and Gradient Boosting Algorithm 

for predicting the performance of learners. 

The results after comparing the accuracy of 

the algorithm found that the Random forest 

provided better accuracy of 89.06% as 

compared to Support Vector Machine, Naïve 

Bayes Classifier and Gradient Boosting [3]. 

A. Rivas et.al. in the Article “Students 

Performance Analysis Based on Machine 

Learning Techniques” relies on use of Neural 

Networks and identifies the factors that affect 

the engineering student’s performance. The 

dataset of 7909 students of batch size 30 

doing engineering is considered. Neural 

Network and Random Forest are applied to 

dataset which concluded neural network is 

proposed for predicting the performance with 

accuracy 82.46% [4]. 

M. S. Ahmad et.al. in the research “A 

Machine Learning Based Approach for 

Student Performance Evaluation in 

Educational Data Mining” aimed at 

comparing the Artificial Neural Network 

with Random Forest for predicting 

performance of students based on their 

demographic and assessment information. 

The dataset used is Open University Learning 

Analytics Dataset (OULAD).  The research 

concluded with ANN model outperformed 

the RF model with accuracy 91.08% to 81.35 

%. ANN used with small datasets may 

decrease the performance [5]. 

D. Jitendra et.al in the article “Enhance 

Student Learning Experience by Using 

Machine Learning to Predict Student 

Performance in Advance” applied logistic 

regression, linear discriminant analysis, K-

nearest neighbors, classification and 

regression trees, Gaussian Naive Bayes and 

support vector machines for predicting 

students’ performance. It considered 

historical data of student grades in one of the 

undergraduate colleges and developed a 

model to predict the grades of students taking 

the same course in the next term. The dataset 
of 54 records is considered. The research 

concluded that linear discriminant analysis 

(LDA) is the most effective method. The 

accuracy of the exam prediction record is 

90.74% [6]. 

H. Pallathadka, et.al. in the article, 

“Classification and prediction of student 

performance data using various machine 

learning algorithms” predicts students’ 

performance using Naive Bayes, ID3, C4.5, 

and SVM. UCI students’ performance dataset 

is used. This data set has 33 attributes and 649 

instances. This data set was given by 

University of Minho, Portugal. In this case, 

SVM proved to be the most accurate 

technique for classifying a data set of student 

performance based on the accuracy [7]. 

H. M. R. Hasan et.al., in the research paper 

“Machine Learning Algorithm for Student's 

Performance Prediction," predicts the 

students’ performance using K-Nearest 

Neighbors, Decision Tree Classifier, Linear 

Discriminant Analysis, Gradient Boosting 

Classifier, Random where most perfect result 

and accuracy with K-Nearest Neighbors, 

Decision Tree Classifier model with an 

accuracy of 89.74% & 94.44% was observed 

[8]. 

M. Arsad et.al. in the conference “A neural 

network students' performance prediction 

model (NNSPPM)” develops a model for 

electrical degree students and analyzes the 

performance using Neural Network based on 

academic performance of Electrical Degree 

students based on multi entry level, in 

particular, Matriculation and Diploma entry 

levels. There is correlation between students’ 

strong academic ability on core subjects and 

their overall performance [9]. 



  

National Conference on "Research Innovations in ICT and Computing Technologies" (NCRIICT-2023) 

Special Issue of Journal of Innovation in Sciences (Online), ISSN: 2394-8051 

 

  

SSESA’S SCIENCE COLLEGE, CONGRESS NAGAR, NAGPUR 784 

 
 

J. Lekan et.al. in the article “Student 

Academic Performance Prediction Using 

Support Vector Machine” investigates the  

relationship between students’ preadmission 

academic profile and final academic 

performance which concluded with the SVM 

and RBF outperformed all the other ML 

techniques and gave the highest training 

accuracy of 94% and 97% predicting 

accuracy [10].  
 

Conclusion  

This paper makes the comparative study of 

various machine learning algorithms for 

predicting and evaluating the performance of 

learners. Study explored Machine Learning 

algorithms used for prediction like Linear 

regression, Naïve Bayes Classifier, Logistic 

Regression, Random Forest, Decision tree, 

Support Vector Machine, Artificial Neural 
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Network, KNN etc. These algorithms are 

evaluated under various evaluation metrics 

pertaining to supervised learning of   

accuracy, precision, recall, F1 -score, ROC, 

cross validations, Coefficient of Correlation 

R, Mean Square Error (MSE) etc. Different 

algorithm performed differently depending 

upon the dataset. Naïve Bayes classifier, 

Decision tree, Support Vector Machine, 

Random Forest, ANN proved to be fruitful 

and showed good accuracy in results. The 

resultant output for evaluating the factors 

affecting the performance of learners 

depends on various parameters like Input 

parameters, Algorithms, evaluation metric, 

sample size, dataset etc.
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Abstract: The necessity for effective auto-mated solutions for signature verification has grown since signatures 

are now used as the primary method of authorisation as well as authentication in legal transactions. The collected 

values of a handwritten signature are specific to an individual and nearly impossible to replicate, unlike 

passwords, PINs, PKIs, or key cards, which are forms of identity data that can be forgotten, lost, stolen, or 

exchanged. The main benefit that signature verification systems have over other kinds of technologies is that 

signatures are already recognised as the standard means of confirming identification. Online and Offline are two 

categories that can be used to categorise a signature verification system and the methods utilised to address this 

issue. An electronic tablet and pen that are connected to a computer are used in the online technique to extract 

information about a signature and collect dynamic data for verification purposes, such as pressure, velocity, and 

writing speed. Off-line signature verification, on the other hand, employs signature images that have been taken 

by a scanner or camera and entails less electronic management. Features taken from the scanned signature 

image are used in an offline signature verification method. Only the pixel picture needs to be analysed in this 

case. When extracting the features from a scanned image, pre-processing is necessary to separate the signature 

section and eliminate any unwanted noise. For training, the system uses a database of signatures compiled from 

those whose signatures it must authenticate. We propose following four algorithms to achieve our goal. Those 

algorithms are- Transform Gray Signature Image to Bi-color Signature Image, Extracting Region of Interest 

(ROI), Scaling, and Image Thinning Algorithm (ITA). By combining the attributes produced from a collection 

of each subject's real sample signatures, a mean signature for each subject is constructed. This fake signature 

acts as a safeguard against a supposedly valid test signature. 

Keyword: Signature verification, Image processing, Data Collection, Pre-processing, Feature Extraction, 

Authentication, Gray Signature Image to Bi-color Signature Image, ROI, Scaling, Image thinning. 

 

1. INTRODUCTION 

 Signature has been a distinguishing feature 

for person identification through ages. 

Signatures for long have been used for 

automatic clearing of cheques in the banking 

industry. When a large number of documents, 

e.g., bank cheques, have to be authenticated 

in a limited time, the manual verification of 

account holders’ signatures 

is often unrealistic. Signature provides secure 

means of authentication and authorization. 

So, there is a need of Automatic Signature 

Verification and Identification system. The 

present dissertation work is done in the field 

of online signature verification system by 

extracting some special feature that makes a 

signature difficult to forge. In this 

dissertation work, existing signature 

verification system has been thoroughly 

studied and a model is designed to develop an 

offline signature verification system. 

The handwritten signature is a particularly 

important type of biometric trait, mainly due 

to its ubiquitous use to verify a person’s 

identity in legal, financial and administrative 

areas. One of the reasons for its widespread 

use is that the process to collect handwritten 

signatures is non-invasive, and people are 

familiar with the use of signatures in their 

daily life [1]. 

Biometric fieldwork includes hand shapes, 

face prints, fingerprints, voiceprints, 

signatures, and non-retinal vascular analysis. 

Biometrics are widely used in physical access 

control applications. Unlike an individual's 
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identification number or PIN, biometrics are 

like with respect to a person's characteristics. 

Biometrics uses to improve the level of 

security and identification. Signature is one 

of the most popular and most reliable 

biometrics used to verify a person's ID [2]. 

 

Harika et.al have utilized the 2 publically 

available databases for the experiment. The 

first one is known as MCYT database, which 

has signatures from 75 genuine Signs. For 

each signer 15 forged signature and 15 

genuine signatures are taken and stored in the 

database. The second database is known as 

the GPDS60. Gray signature which has 

signatures collected from 881 signers. The 

database contains signatures in the form of 

checks or invoices. The blending modes that 

are used during experimentation include 

linear born, color, lighten, linear born, 

multiply and darken. For processing of 

signature only signature strokes are 

considered, the signature samples have white 

background [4]. 

A hidden markov model and discrete cosine 

transform-based offline signature recognition 

system was introduced by Darmola et al. 

(DCT) [5]. 

A method for offline legal written signature 

verification with greater accuracy has been 

described by Biswas et al. They propose 

processors that can be used to extract features 

from images of handwritten signatures. The 

verifications use that computed 

characteristic. For the verification, they 

employed the clustering method. They put 

forth a brand-new technique for handwritten 

signature detection and feature extraction. 

The results were positive and indicate that the 

features chosen were sufficient. The work 

was actually completed with the aid of a 

clustering process based on a Knearest 

neighbours approach, which allowed for the 

handling of clusters of various sizes and 

shapes. The fields of face recognition and 

thumb impression recognition both employ 

similar image clustering methods [6]. 

Abbas et al methods for handling SVM 

classifier conflicts has been suggested. This 

system is built on the generalisation belief 

function of the desert Snarabdache theory 

and the decision combination rule. This 

framework employs the method of estimation 

and merges the SVM outputs [7]. 

Different methods have been used on pseudo 

dynamic features for the automation of 

signature authentication, according to Ferrer 

et al. Few people have used grey level 

numbers for signature pixel strokes. The 

corpora that were taken into account for 

various studies include signatures on white 

backgrounds, but due to the complicated 

backgrounds of checks and invoices, there is 

a difference in the grey level distribution of 

the signature picture [8]. This paper's main 

objective was to analyse the background 

complexity distortion and further on the basis 

of that analysis, suggest more stable and 

robust features. A technique that combines 

image processing, geometric feature 

extraction, neural network training with 

extract features, and verification is presented 

by Pansare et al. in. Applying the test 

signature's extracted features to a trained 

neural network, which was used to determine 

whether it was a genuine or forged signature, 

is part of the verification step [9]. 

 

2. METHODOLOGY 

2.1 DATA COLLECTION 

The gathering of data is a crucial step in the 

signature verification process. It is essential 

that the data collected be correct. Problems 

could arise from an incorrect signature. Here, 

we compile the various signature images 

in.png or.jpg format and save them in our 

database. The collection of 10 signature 

samples, either from the same individual or 

from different people, is followed by pre-

processing. There were two sections for the 

signature samples (training and testing). In 

training, 10 signature samples were utilised, 

and in testing, 10 signature samples were 

used [10]. 

3.2. PRE-PROCESSING THE DATA 
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Pre-processing aims to improve the image 

data by reducing unintentional distortions or 

enhancing certain elements that are crucial 

for subsequent processing [11]. 

3.3. FEATURE EXTRACTION 

Feature extraction describes the relevant 

shape information contained in a pattern so 

that the task of classifying the pattern is made 

easy by a formal procedure. In pattern 

recognition and in image processing, feature 

extraction is a special form of dimensionality 

reduction. Feature maps are generated by 

applying Filters or Feature detectors to the 

input image or the feature map output of the 

prior layers [11]. 

 

 
Fig.1: Block Diagram of Signature 

Verification Using Image Processing 

 

3.4 ALGORITHMS 

To accomplish our objective, we propose the 

four following algorithms. They consist of: 

 

3.4.1 Gray Signature Image to Bi-Color 

Image Conversion 

Input: Gray scale Signature Image Output: 

Bi-Color Signature Image 

a. Open the read-only Gray Scale Signature 

Image 

b. Read the Pixel 

c. Examine the pixel intensity value. If it is 

less than 255 (the grey value for white), 

change it to 0; otherwise, leave the pixel 

value alone. 

d. Rewrite the Pixel with changed intensity 

value. 

e. If end of file is not reached, move on to 

Step-b. 

f. Shut the image file [12]. 

 

3.4.2 Extracting Region of Interest (ROI) 

Input: Bi-Color Signature Image 

Output: Image only with Signature Region 

  

a. Open Image1 (Bi-Color Signature Image) 

File in Input Mode 

b. Open Image2 File in Output Mode 

c. Declare an Integer 2D Matrix of [n x m], 

where, n and m are width and height of 

Image1 

d. Get RGB Value [i, j] of Image1 and store 

it to Matrix [i, j] position 

e. GotoStep-4 until end of Image1 File 

Matrix [n, m] is generated with RGB Weight 

of Image 1. 

f. Identify First row where First Black RGB 

Color is occurred in Matrix [n, m], i.e., p 

g. Identify First column where First Black 

RGB Color is occurred in Matrix [n, m], i.e., 

q 

h. Here, Matrix [p, q] is the starting position 

of Signature Region of Image1 

i. Identify Last row where Last Black RGB 

Color is occurred in Matrix [n, m], i.e., x 

j. Identify Last column where Last Black 

RGB Color is occurred in Matrix [n, m], i.e., 

y 

k. Here, Matrix [x, y] is the end position of 

Signature Region of Image1 

l. Get RGB Values of the Matrix [p, q] to [x, 

y] Position and Write into Image2 File [13]. 

 

3.4.3 Scaling 

Taking into account the bi-color signature 

image produced by the algorithm described 

in Section B. The mathematics behind the 

scaling we employed and tested at random 

are described below, taking into account the 

resulting bi-color signature image from the 

technique mentioned in B. 

a. Toolkit and Media-Tracker are used to load 

the input image. 
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b. The maximum size of the image that can 

be generated is specified in four (4) 

arguments. Using that maximum size and the 

image's actual size, the size of the image will 

be calculated (all sizes are given as pixels). 

The input image will be scaled accurately by 

the code. 

c. Because the original image is twice as wide 

as it is high, if the two arguments for the 

maximum Image size are both 100 and the 

image that was loaded is 400 times 200 pixels 

huge, we want the image to be 100 times 50 

pixels large instead of 100 times 100. The 

original image would appear severely skewed 

in a 100 by 100-pixel image. 

d. With the image's size known, we make a 

BufferedImage with the name iImage that is 

that size. To draw the original image on 

  

the new image, we have grabbed another 

object and called its drawImage function. The 

scaling is actually done when drawImage is 

called [14]. 

e. Although performance may suffer, 

rendering and bilinear interpolation can be 

used. Speed is more crucial. We have 

switched from INTERPOLATION 

BILINEAR to INTERPOLATION 

BICUBIC for nicer results (at least in some 

circumstances). 

f. We have constructed a buffered 

FileOutputStream using the second argument  

as name and initialised the required objects in 

order to save the scaled-down image to a file. 

Because that's what the codec expects, the 

quality parameter from the command line is 

translated from the range of 0 to 100 to the 

range of 0.0f to 1.0f (I mostly used 0.75f). 

The resultant image quality improves with 

increasing quality number, but the resulting 

file size also increases [15]. 

 

3.4.4 Image Thinning Algorithm (ITA) 

Input: Resultant Signature Image 

from Algorithm C. 

Output: Thinned Signature Image 

a. Count the foreground pixels in the 

immediate area. 

b. At least one background point must be next 

to a foreground point. 

c. Disallow points with multiple foreground 

neighbours. 

d. Keep going through Steps [b to d] until the 

region with Pixel is locally disconnected 

(split into 2 sections) and iterating until 

convergence [16]. 

 

 
Fig. 2. 256 BMP Image (Gray) [246 x 146], 

Before Pixel Clustering 

 
Fig. 2. 256 BMP Image (Gray) [246 x 146], 

Before Pixel Clustering 

 
Fig. 4. Bi-Color Image (ROI) [223 x 73] 

 
Fig. 5. Bi-Color Scaled Image [150 x 70] 

 
Fig. 6. Thinned Signature Image [150 x 70] 

 

3.5 Training 

Training of the samples is done after 

extracting the features. The dataset of sample 

signatures are actually divided into two sets: 

training and testing sets. 

3.6 Comparing 

In order to compare two signatures with 

respect to their shape, they must be re- 

sampled to eliminate the dependencies on 

speed. Temporal features must be extracted 

beforehand since all local speed information 
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is lost during this process. Re-sampling 

ensures that the signature is uniformly 

smoothed segment of high writing velocity 

will be smoothed more than segments that are 

written slowly. 

 

3.7 Matching 

Each point after extracting the features is 

represented by an n array feature vector and  

then feature reduction is performed. After 

this Euclidian distance or any other technique 

is applied as the metric to compare two 

feature vectors. A set of pairing between the 

template and input output string Is formed 

where the sum of the differences between 

each pair of aligned prints is minimal: 

Training set: - pair wise distances between all 

training samples is calculate (DWT) the 

sample with the smallest average distance is 

selected as the template. Normalization 

statistics: - 

• Average distance from template 

• Average max distance 

• Average min distance Test sample: - 

Compute DWT against all training Samples. 

The distance from template, maximum 

distance and minimum distance is recorded. 

These three distances are normalized by 

dividing the set’s any statistics [17]. 

 

3.8 Signature verification 

It refers to the process of using a digital 

signature algorithm to verify a signature on 

the Information. After collecting all sample 

of lest and training samples, the verification 

process is carried out. Signature verification 

system extracts certain features which can be 

divided from velocity and acceleration 

applied of the pen together with source 

parameters like total time taken, pressure 

applied and number of pen–ups. Signature is 

first segmented into 2 parts vertical and 

horizontal and then data is extracted from 

individual blocks. After this the data or 

information collected is compared with the 

test signatures [18]. 

 

3. CONCLUSION 

The study's primary focus is on different 

image processing techniques. These pre- 

processing steps are necessary for 

authentication and verification when using 

Signature Images. In this paper, four model 

algorithms are proposed. A grayscale 

signature image is initially captured, and then 

the final result is gradually extracted using 

four different techniques. 

The proposed algorithms, uses various 

features to characterize signatures that 

effectively serve to distinguish signatures of 

different persons. The system is robust and 

can detect random, simple and semi-skilled 

forgeries. 
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Abstract:  Blockchain technology has the potential to revolutionize supply chain management by increasing 

transparency, reducing fraud and increasing efficiency. This research paper takes an in-depth look at the 

impact of blockchain technology on different aspects of supply chain management, including inventory 

tracking, shipment monitoring, and payment management. The white paper highlights the potential benefits 

of implementing blockchain technology, such as increased security and reduced costs, while addressing the 

challenges and limitations of adopting the technology, such as issues interoperability and standardization. By 

analyzing the current state of blockchain technology in supply chain management, this research paper 

provides valuable insights into the potential of blockchain technology to transform supply chain 

management practices. 

Keywords: Efficiency improvement, Inventory tracking, Shipment monitoring 

 

Introduction: 

In recent years, blockchain 

technology has received a lot of attention 

for its potential to revolutionize various 

industries, including supply chain 

management. Supply chain management is 

a core function for most organizations, and 

inefficiencies in this area can have a 

significant impact on business operations 

and profitability. Blockchain technology 

has the potential to address some of the 

major challenges in supply chain 

management, including lack of 

transparency, fraud, and inefficiencies. 

Blockchain technology is essentially a 

distributed ledger technology that records 

transactions securely and transparently 

without the need for a central authority. The 

technology has several properties that make 

it attractive for supply chain management, 

including immutability, decentralization, 

and transparency. 

By implementing blockchain 

technology in supply chain management, 

organizations can increase transparency, 

reduce fraud, and increase efficiency, 

ultimately reducing costs and improving 

satisfaction. client. 

This research paper aims to study 

the impact of blockchain technology on 

supply chain management. This article 

examines how blockchain technology can 

be applied to different aspects of supply 

chain management, such as inventory 

tracking, shipment monitoring, and 

payment management. Additionally, this 

article explores the potential benefits and 

challenges of implementing blockchain 

technology in supply chain management, 

providing valuable insights into the 

potential of blockchain technology to 

transform supply chain management 

practices. supply chain. 

Literature review: 

Blockchain technology is a 

relatively new and rapidly growing 

technology that has attracted a lot of 

attention from researchers and practitioners 

due to its potential to revolutionize various 

industries including supply chain 

management. The literature suggests that 

blockchain technology can solve some of 

the major challenges in supply chain 

management, including lack of 

transparency, fraud, and inefficiency. 

According to Li et al. (2020), 

blockchain technology can improve supply 

chain transparency by creating an 

immutable record of all transactions, from 

the origin of raw materials to the delivery 

of finished goods. It can help organizations 

identify supply chain inefficiencies and 

reduce the risk of fraud and errors. 

Additionally, blockchain 

technology can enable more efficient 
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collaboration between supply chain 

partners by creating a shared and 

transparent data exchange platform. 

Another potential benefit of blockchain 

technology in supply chain management is 

increased efficiency. By using blockchain 

technology, organizations can automate 

manual processes, reduce paperwork, and 

improve the accuracy of data capture. This 

helps reduce costs, increase speed, and 

improve overall supply chain performance. 

Additionally, blockchain technology can 

improve payment processing and financing 

in supply chain management. 

According to Olinga and Kampers 

(2020), blockchain technology can enable 

faster and more secure payment processing, 

reduce the risk of payment disputes, and 

increase access to finance for SMEs. 

 

Research Methodology: 

The research design involved the 

following steps: 

1. Case Studies: Case studies can be used 

to examine real world examples of the use 

of blockchain technology in supply chain 

management. Case studies can provide 

detailed information on the benefits and 

challenges of using blockchain technology 

in specific contexts, and are particularly 

useful for examining the implementation 

and adoption of blockchain technology in 

different organizations. 

2. Survey: Surveys can be used to collect 

quantitative data on the use of blockchain 

technology in supply chain management. 

The survey can be used to assess the current 

state of blockchain technology adoption in 

supply chain management, identify 

potential barriers to adoption, and gauge the 

perceived benefits of blockchain 

technology. 

3. Interviews: Interviews can be used to 

collect qualitative data on the use of 

blockchain technology in supply chain 

management. Interviews are particularly 

useful for exploring the perspectives of key 

stakeholders such as supply chain 

managers, blockchain experts, and 

regulators. 

4. Focus groups: Focus groups can be used 

to explore the attitudes, perceptions and 

experiences of stakeholder groups 

regarding the use of blockchain technology 

in supply chain management. Focus groups 

facilitate in-depth discussions and 

exploration of different perspectives on the 

benefits and potential challenges of 

blockchain technology. 

Results: 

Research methods used to study the 

use of blockchain technology in supply 

chain management may include case 

studies, surveys, interviews, focus groups, 

and experimental studies. 

Importance of Blockchain: Blockchain 

technology is a distributed ledger system 

that enables secure and transparent 

transactions without the need for a central 

authority. It consists of a chain of blocks 

that store information in a secure and 

immutable manner. Here are some more 

details about blockchain technology. 

 
Fig.1 Role of Blockchain Technology 

Blockchain Revolution: 
Blockchain technology has a wide 

range of applications, from financial 

services to supply chain management, 

voting systems, and more. It is particularly 

useful in industries where transparency and 

security are paramount, such as healthcare, 

insurance, and real estate. 
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Fig.2 Blockchain Revolution 

Types of blockchain: 
There are two main types of 

blockchain: public and private. Public 

blockchains, such as Bitcoin and Ethereum, 

are open to anyone and can be used to 

create decentralized applications (dApps). 

Private blockchains, on the other hand, are 

used by organizations to create secure, 

permissioned networks for internal use. 

Smart contracts: Smart contracts are self-

executing contracts that are stored on the 

blockchain. They automate the process of 

verifying and enforcing the terms of a 

contract, which can be used to facilitate 

transactions, eliminate intermediaries, and 

reduce costs 

Challenges: While blockchain technology 

has many potential benefits, there are also 

challenges that must be addressed. These 

include scalability issues, regulatory 

compliance, interoperability between 

different blockchains, and the need for user 

education and adoption. 

Future outlook: The future of blockchain 

technology looks promising, with many 

companies and organizations investing in 

its development. As the technology 

evolves, it is likely to become more widely 

adopted and integrated into various 

industries, leading to increased efficiency, 

transparency, and security. 

Security: Security is one of the key 

features of blockchain technology. The use 

of cryptographic algorithms ensures that 

the data stored on the blockchain is secure 

and tamper-proof. The decentralized nature 

of the blockchain also makes it resistant to 

attacks, as there is no central point of 

failure. 

Transparency: Transparency is another 

key feature of blockchain technology. Each 

transaction on the blockchain is recorded 

and can be viewed by anyone with access 

to the blockchain. This makes it easier to 

track and verify transactions, which can 

help to prevent fraud and corruption. 

Decentralization: Decentralization is a 

fundamental aspect of blockchain 

technology. It eliminates the need for a 

central authority or intermediary, which 

can reduce costs and increase efficiency. 
Decentralization also gives users more 

control over their data and transactions. 

Mining: Mining is the process by which 

new blocks are added to the blockchain. 
Miners use powerful computers to solve 

complex mathematical problems in order to 

verify transactions and add new blocks to 

the chainMiners are rewarded with 

cryptocurrency for their efforts. 

Interoperability: Miners are rewarded with 

cryptocurrency for their efforts. 

Interoperability: Currently, there are many 

different blockchains, each with its own 

unique features and protocols. 
Interoperability between blockchains is 

important for the widespread adoption of 

blockchain technology. 

Environmental impact: The mining 

process used in some blockchain networks 

consumes a significant amount of energy, 

which can have a negative impact on the 

environment. However, there are efforts 

underway to develop more energy-efficient 

mining methods and to transition to 

renewable energy sources. 

Adoption: Adoption of blockchain 

technology is still in its early stages, but it 

is gradually increasing. Many large 

companies and organizations are investing 

in blockchain technology and developing 

new use cases. 

Increased adoption is likely to lead to 

further innovation and development in the 

blockchain space. 

Discussion: Blockchain is a distributed 

ledger technology that is used to record 

transactions in a secure and transparent 
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manner. It was originally developed for 

Bitcoin, a digital currency, but has since 

been applied to a wide range of industries 

and use cases. 

The key feature of blockchain technology is 

its decentralized nature, which means that 

there is no single entity or organization that 

controls the network. Instead, all users on 

the network have access to a copy of the 

ledger, which contains a record of all 

transactions that have taken place. 

Each transaction on the blockchain 

is verified by a network of nodes or 

computers, which ensures that the 

transaction is valid and that the same asset 

is not spent twice. This verification process 

is done using complex algorithms that 

require significant computing power, 

which is why blockchain networks are 

often referred to as "trustless" systems. 

Another important feature of 

blockchain technology is its immutability, 

which means that once a transaction has 

been recorded on the ledger, it cannot be 

changed or deleted. This provides a high 

degree of security and transparency, as all 

transactions are publicly visible and cannot 

be altered. 

There are many potential 

applications of blockchain technology 

beyond cryptocurrencies, including supply 

chain management, identity verification, 

voting systems, and more. However, there 

are also some challenges and limitations to 

the technology, such as scalability and 

energy consumption, which must be 

addressed in order for blockchain to realize 

its full potential. 

Conclusion: 
In conclusion, blockchain is a 

powerful technology that has the potential 

to transform many industries and processes 

by providing a secure and transparent way 

to record transactions. Its decentralized and 

immutable nature makes it particularly 

suitable for applications such as financial 

transactions, supply chain management and 

identity verification. 

However, there are also 

blockchain-related challenges, including 

scalability and power consumption, that 

need to be addressed for the technology to 

gain widespread adoption. Despite these 

challenges, the potential benefits of 

blockchain are enormous and it is likely to 

remain an important technology 

for years to come. 
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Abstract: Data privacy is an essential aspect of information security in the digital age. The rapid growth of 

the internet and other technological advancements has led to an increase in the collection, storage, and sharing 

of personal data. This paper aims to provide an in-depth analysis of data privacy, including its history, 

challenges, regulations, and its impact on individuals and organizations.The paper discusses the history of 

data privacy, highlighting the evolution of privacy laws and regulations. The paper also identifies the 

challenges associated with data privacy, such as data breaches, identity theft, and surveillance. The paper 

highlights the importance of data protection and outlines the measures that organizations can take to secure 

personal data. 

Keyword: Data storage,Data privacy  

I Introduction: 

Data privacy defines to the protection of 

personal data that anyone can share or store 

online, on other people computers or other 

digital devices. This information may 

include personal confidencial data such as 

name, address, date of birth, social security 

number, financial information, and other 

important data ,that could be used misuse 

the persons data. In today's digital age, data 

privacy has become an essential concern 

for individuals, businesses, and 

governments as the increasing use of 

technology and the internet has led to a rise 

in data breaches, hacking, and identity 

theft. Data privacy is important to protect 

individual's rights ,prevent misuse of 

personal data, and understand the trust and 

security of digital services and peoples 

confidential data . 

 

II Types of data privacy: 

There are several types of data privacy that 

are relevant in the modern digital age. 

Personal Data Privacy: This refers to the 

protection of an individual's personal 

identifiable information (PII), such as their 

name,address, date of birth, social security 

number, and other sensitive 

information.Financial  

Data Privacy: This type of privacy pertains 

to the protection of an individual's financial 

information, such as credit card numbers, 

bank account details, and investment 

information. 

Health Data Privacy: Health data privacy is 

the protection of an individual's medical 

information, including their medical 

history, diagnoses, and treatments. 

Location Data Privacy: This type of privacy 

relates to the protection of an individual's 

location information, which can be 

collected through GPS, cell towers, and 

Wi-Fi networks. 

Communications Data Privacy: 

Communications data privacy concerns the 

protection of an individual's electronic 

communications, such as emails, text 

messages, and instant messages. 

 

III Ways to protect data privacy: 

There are several ways to protect data 

privacy, both on an individual level and a 

larger organizational level. 

Strong Passwords: Use strong and unique 

passwords for all online accounts and 

regularly update them. 

Two-Factor Authentication: Enable two-

factor authentication (2FA) on all accounts 

that support it, as it adds an extra layer of 

security. 

Encryption: Use encryption to protect 

sensitive data both in transit and at rest, 

using tools such as virtual private networks 

(VPNs) and secure messaging apps.Limit 

Data Collection: Minimize the collection 

and storage of personal data, especially 

sensitive information. 

Data Protection Policies: Develop and 

follow data protection policies that outline 
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how personal data is collected, used, and 

stored. 

Privacy Impact Assessments: Conduct 

privacy impact assessments to identify and 

mitigate any risks to personal data. 

 

IV Challenges in data privacy: 

The various measures available to protect 

data privacy, there are still several 

challenges that can make it difficult to 

ensure adequate protection of personal 

data. Evolving Technology: Technology is 

constantly evolving, and new tools and 

platforms often have vulnerabilities that 

can be exploited by cybercriminals. 

Keeping up with the latest security 

measures and best practices can be a 

challenge. Complexity: With the increasing 

amount of personal data being generated 

and stored, it can be challenging to manage 

data privacy effectively. Human Error: 

Many data breaches are the result of human 

error, such as lost or stolen devices, 

phishing scams, or misconfigured systems. 

Lack of Awareness: Many people are not 

aware of the risks to their personal data or 

how to protect themselves, making them 

more vulnerable to attacks. 

Limited Regulations: Regulations around 

data privacy vary widely across different 

countries and regions, and many areas still 

lack comprehensive legislation to protect 

personal data. Business Interests: 

Companies may prioritize business 

interests over protecting personal data, 

leading to conflicts of interest and a lack of 

transparency. Third-Party Risks: Many 

organizations rely on other party vendors 

and service providers to manage data, 

which can increase the risk of data breaches 

and security incidents. Data Localization: 

Some countries require that data be stored 

locally, which can make it more 

challenging to protect personal information 

from unauthorized access or disclosure. 

 

Impact of data privacy: Data privacy has 

a significant impact on individuals, 

organizations, and society as a whole. 

Data privacy has a significant impact on 

individuals, organizations, and society as a 

whole. Protection of Personal Information: 

Data privacy helps protect individuals' 

personal information, preventing it from 

being used for malicious purposes such as 

identity theft, fraud, or targeted advertising. 

Trust and Confidence: When companies 

prioritize data privacy, it can increase trust 

and confidence in their brand among 

customers, leading to increased loyalty and 

long-term business relationships. 

Compliance and Liability: Compliance 

with data privacy regulations, such as the 

General Data Protection Regulation 

(GDPR), can help organizations avoid 

significant fines and legal liability for 

mishandling personal information. 

Innovation and Growth: Robust data 

privacy measures can foster innovation and 

growth by promoting the development of 

new technologies and business models that 

rely on secure and ethical data practices. 

Transparency and Accountability: Data 

privacy promotes transparency and 

accountability in data handling, ensuring 

that individuals and organizations are 

aware of their rights and responsibilities 

when it comes to personal information. 

Social Justice: Protecting personal 

information can promote social justice by 

preventing discrimination and ensuring fair 

and equitable treatment for all individuals. 

Global Collaboration: Data privacy is a 

global issue that requires collaboration and 

cooperation across borders and industries to 

ensure that personal information is 

protected consistently and effectively. 

 

VI Analysis of Data Privacy: 

Data privacy is a critical concern in today's 

digital age. It refers to the protection of 

personal information and data collected 

from individuals by organizations or 

governments. With the increasing use of 

digital technologies, the amount of personal 

data being collected and stored has grown 

significantly, making it more important 

than ever to analySe data privacy. 

One of the most significant risks to data 

privacy is unauthorized access to data. This 

can occur through cyber attacks, such as 

hacking, phishing, or malware. It can also 
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occur through physical theft or loss of 

devices containing personal data, such as 

laptops or mobile phones. To mitigate these 

risks, organizations and governments need 

to implement strong security measures, 

such as encryption, two-factor 

authentication, and regular backups of 

Another important aspect of data privacy is 

transparency. Individuals have a right to 

know what data is being collected about 

them, how it is being used, and who has 

access to it. Organizations and 

governments need to be transparent about 

their data collection and usage practices, 

and provide individuals with the option to 

opt-out of data collection if they choose to 

do so. 

Data privacy also includes the right to be 

forgotten. This means that individuals 

should have the right to have their personal 

data erased or deleted from databases if 

they no longer wish for it to be stored or 

used. This can be a complex process, as 

organizations and governments need to 

balance the right to be forgotten with other 

legal obligations, such as data 

retention requirements. 

In conclusion, data privacy is a critical 

concern that requires ongoing analysis and 

attention. Organizations and governments 

must take steps to protect personal data 

from unauthorized access, be transparent 

about data collection and usage practices, 

and provide individuals with the right to be 

forgotten. By doing so, they can build trust 

with their users and help ensure that 

personal data is used in a responsible 

and ethical manner. 

 

VII Conclusion: 

In conclusion, data privacy is a critical 

issue in today's digital age. With the 

widespread use of technology and the 

internet, personal data is constantly being 

collected, stored, and shared. This data can 

be used for various purposes, including 

advertising, research, and even cybercrime. 

Therefore, it is essential to ensure that 

individuals' data privacy is protected. 

There are various ways to protect data 

privacy, including using strong passwords, 

encrypting data, and being careful about 

what. 

Information is shared online. people and 

organizations also have a responsibility to 

protect individuals' data privacy and 

implement robust data protection 

regulationsOverall, data privacy is an 

ongoing concern, and it is essential for 

individuals, organizations, and 

governments to work together to ensure 

that personal data is protected from misuse 

and abuse. By being aware of the risks and 

taking appropriate measures to 

safeguardpersonali nformation, we can 

help to maintain data privacy in our 

increasingly connected world. 
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I. INTRODUCTION 

Ethical hacking technology is 

spreading to diversified fields of the life 

and especially to all walks of computer 

industry; the need to protect the important 

data of the same should be addressed with 

right technology. Ethical Hacking emerged 

as the latest and futuristic technology of the 

computers, because of the smartness of 

hackers. Every small or big company is 

adopting this as the front layer of security 

for protecting their data. Understanding the 

true intentions of the general public is quite 

a hard task in these days, and it is even 

harder so, to understand the intentions of 

every single ethical hacker getting into 

vulnerable systems or networks. 

Technology is ever growing and people are 

encountering tools that are beneficial to 

them. If these tools falls into the wrong 

hands they can create great controversy, 

breaching our basic right to privacy, respect 

and freewill. The constant issues 

highlighted by the media always reporting 

some type of cyber crime, a study showing 

that nearly 93% of attacks happened inside 

of the organization raising concerns of how 

easy it is to be working inside to be able to 

infiltrate attacks [1]. Is ethical hacking 

finally come to the rescue for solving the 

problems or has it created new ones? 

II. WHAT IS HACKING? 

Hacking is the activity of 

recognizing weaknesses in a computer 

system or a network to exploit the security 

to gain access to personal data or business 

data. It states that an unauthorized access of 

another’s computing system. Hacking 

refers to the abuse of devices like 

computers, smartphones, tablets and 

network to cause harm to or debase 

systems, steal data or disrupt data-related 

activities. 

Difference between Hacker and 

Cracker: 
Table 1. Hacker and Cracker difference 

 
There are 3 types of Hackers : 

 

 White Hat Hacker 

 Black Hat Hacker 

 Grey Hat Hacker 

 

White Hat Hacker: 

This type of hackers is someone 

who has non-malicious purpose whenever 

he breaks into security systems. A large 

number of white hat hackers are security 

experts themselves, who want to push the 

boundaries of their own IT security ciphers 

and shields or even penetration testers 

specifically hired to test out how vulnerable 

or impenetrable (at the time) a present 

protective setup currently is 
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Black Hat Hacker: 

A Black hat hacker is also known 

as a “Cracker” is a computer hardware and 

software expert who breaks into the 

security of someone with malicious intent 

or bad intentions of stealing or damaging 

their important or secret information, 

comprising the security of big 

organizations, shutting down , or altering 

functions of websites and networks.[2] His 

malicious purpose can range from all sorts 

cybercrimes. Such as piracy, identity theft, 

credit card fraud, damage and so forth. 

Grey Hat Hacker: 

The Grey Hat Hacker is a 

combination of White hat hacker and the 

Black hat hacker.[3]They sometimes 

access to data and the disrupts law, But they 

never have the same intention as like black 

hat hackers, they frequently work for 

collective good. The main difference is that 

they abuse vulnerability openly whereas 

white hat hackers do it privately for 

company. They are computer hackers, but 

they doesn't have any malicious intentions 

like other hackers(black hat hackers). 

Ethical Hacking: 

Ethical hacking is a licensed act of 

evading the system security or framework 

to detect probable data fissures and threats 

in an exceedingly network. An ethical 

hacker is additionally referred to as “white 

hat hacker”. they're information security 

professionals who has the identical skills as 

sort of a hacker and that they can even uses 

the identical technologies as sort of a 

malicious hacker (“black hat hacker”). 

They define the vulnerabilities and 

weaknesses in an organization's systems. 

The main purpose of ethical hacking is to 

assess the safety of and identifying the 

vulnerabilities in target systems, networks 

or system organization. The process that 

involves is finding and so trying to take 

advantage of the vulnerabilities to work out 

whether unauthorized access or other 

malicious actions are probable. 

 

 
Figure 1. Need for Ethical Hackers 

Advantages of Hacking : 

Following are some situations 

where Hacking is beneficial -- 

 To improve lost information, 

specifically in case if you lost your 

password. 

 To implement penetration testing to 

fortify computer and network security. 

 To put satisfactory preventative 

methods in place to prevent security 

breaches. 

 To have a computer system that avoids 

malicious hackers from gaining 

access. 

Disadvantages of Hacking : 

If Hacking is done with the destructive 

intent, then it could be dangerous. It can 

effect 

 Enormous security fissure. 

 Unauthorized system access on the 

private/secretive information. 

 Privacy destruction. 

 Fettering system operation. 

 Denial of service attacks. 

 Malicious attack on the 

system/network. 

Ethical Hacking steps : 

 
Figure 2. Phases of Ethical Hacking 

There are Five Phases of hacking – 

1. Reconnaissance: 

Process of reconnaissance will be 

categorized as Passive and Active 

Reconnaissance. 

 i. Passive reconnaissance: Passive 

reconnaissance means gathering 
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information without the targeted 

individual’s or the company’s knowledge 

of the targeted systems. Network sniffing is 

referred as passive reconnaissance and it 

may produce valuable information like IP 

address ranges, naming the conventions, 

hidden servers or networks, and other 

available services on the system. 

ii. Active reconnaissance: It involves 

searching the network to get individual 

hosts, IP addresses, and services of the 

network. Active reconnaissance can 

provide a hacker a suggestion of security 

measures in situ, but the method also rises 

the possibility of being trapped or a 

minimum of floating apprehensive. 

2. Scanning: 

Scanning is a set of techniques for 

identifying the live hosts, ports, and 

services, determining the Operating system 

and the architecture of the target system, 

Detecting vulnerabilities and threats in the 

network. Scanning is also refers to 

collecting the additional information by 

using the complex and destructive 

reconnaissance techniques. 

Scanning is smashed to determine the 

weaknesses and faults of the service that 

will operate on the port. They must need to 

figure out the operating systems included 

live host, firewalls, services, intrusion 

detection, routing & general networks 

topology [6] which are the parts of targets 

organization during the scanning phase. 

3. Gaining Access: 

This is the phase where an attacker breaks 

into the system using various tools or 

procedures. [7] It is the main part of the 

hacking procedure where the information 

which is gathered in the previous two 

phases that is used to enter and the control 

of the target system over the network or 

physically. This phase is also known as 

“owning the system”. 

4. Maintaining Access: 

Once a hacker has gained access control to 

target computers, they expect to keep that 

access for future abuse and outbursts. 

Occasionally, hackers strengthen the 

system from the other hackers or the 

security personnel by securing their limited 

access with the backdoors, rootkits, and the 

Trojans. 

5. Covering Tracks: 

“Covering Tracks” is the last stage of a 

penetration test as a process. Once the 

hacker gains access, they cover their tracks 

to escape the security personnel. They can 

do this by clearing the cache and cookies, 

damaging the log files, and closing all the 

open ports.[9] This step is very important 

because it clears the system information 

making hacking a great deal rigid to track. 
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I

. INTRODUCTION 

It has been found that keeping a 

record of the identity of the individual has 

become very important in our society.  For 

distinctiveness humans have used various 

characteristics of body like Face, Voice and 

gaits from several years.  In late nineteenth 

century humans distinctiveness practically 

was found based on finger print. The 

system developed for recognition of a 

person based finger print is known as 

unimodal because the modality of a 

biometric system depends on number of 

characteristics used in the system for 

recognizing a person distinctively, if one 

characteristic used it is called unimodal if 

more than one characteristic used called 

multimodal system. Later on the security 

need is satisfied by this kind of unimodal 

biometric system based on fingerprint.  

Gradually other body characteristics are 

introduced like face, voice, knuckle print, 

palm print etcetera. These body 

characteristics are used to make unimodal 

biometric system.  Here the problem arise 

that single biometric characteristics based 

system security can be breached easily and 

for the enhanced security need more than 

one body characteristics are combined 

together in a single biometric system is 

known as multimodal biometric system.  

This multimodal biometric system gives 

enhanced security and more accuracy for 

the identification of a person 

distinctively[1]. 

II. BIOMETRIC SYSTEMS 

Biometric system, basically it is a 

pattern recognition system works on acquired 

features from biometric data by matching with 

the template in the database.  It operates in both 

verification mode and identification mode. In 

verification mode a person is identified by 

comparing the extracted feature set from his 

biometric data with the template of his own in 

database. In this method a person who claims to 

be is identified by comparing personal 

identification number (PIN), smart card, user 

name etc. at the same time the system performs 

one to one comparison to identify whether the 

claim is true of false. In identification mode the 

system recognizes an individual by searching 

templates of all the users in database and hence 

it works on one-to-many comparison for 

identification of an individual. [2] There are 

two distinct modes of biometric system that are 

known as unimodal and multimodal system. 

A) Unimodal Biometrics  

When only on biometric traits are used 

is known as unimodal biometrics, among 

unimodal biometric system Iris recognition is 

considered to be the most accurate biometric 
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technology when compared to other unimodal 

technologies commercially in use today. This is 

because the false match and false non-atch 

errors are very small, which implies a very high 

accuracy [3-4].  How iris recognition system 

works depicted using iris images below: 

 
Fig. 1: A sample of Iris image with the 

corresponding segmented one and the 

normalized image 

 

Iris recognition system consists of three 

stages; the first stage is the iris analysis which 

involves iris localization and iris normalization. 

The second stage is the feature extraction and 

encoding. The last stage is the recognition stage 

which involves identification or verification.  In 

this paper, Daugman's algorithm is used for 

performing iris localization which is based on 

applying an integrodifferential operator to find 

the iris and pupil contours [5] Only significant 

features of the iris are extracted and encoded in 

order to generate the iris code for the matching 

process. In the proposed system, log-Gabor 

filter [6] [7] is used for extracting the features 

from the iris image. Finally, matching is 

performed using the calculated Hamming 

distance (HD) which is a measure of the 

number of different bits between the two iris 

codes [8]. 

Human beings are interested in the palm lines 

for fortune telling long time ago. The inner 

surface of the palm normally contains flexion 

creases, secondary creases and ridges. 

 
Fig. 2: A sample of palmprint image and the 

corresponding region of interest [9] 

 

The flexion and secondary creases are 

also called principal lines and wrinkles, 

respectively. The flexion creases and the main 

creases are formed between the 3rd and 5th 

months after conception and superficial lines 

appear after birth [9]. In palmprint recognition 

system a preprocessed image database is used, 

then log-Gabor filter is performed for 

extracting the features from the palmprint 

images and Hamming distance is calculated 

during the matching stage for recognition of an 

individual with accuracy. [10-11]. 

B) Multimodal Biometrics 

We can see various combination of 

biometric traits in multimodal biometrics, some 

of the combinations are fingerprint-

knuckleprint, fingerprint-face, fingerprint  

palmprint, palmprint -face, iris-fingerprint, iris-

palmprint and iris-face etc.  Here in this Iris and 

Palmprint based biometric system the fusion of 

iris and palmprint feature extraction of each 

modality is done by using wavelet packet 

decomposition at four levels. This gives 256 

packets which can generate a compact binary 

code. It is obtained from the first three highest 

energy peaks to compute an adapted threshold 

that enable to affect 0 or 1 to each wavelet 

packet [13] because it is based on wavelet 

packet decomposition technique. 
 

 

  

   a) Original Image b) 4 bands    c) 16 bands  d) 

64 bands    e) 256 bands 

Fig. 3: Wavelet packets decomposition [13] 

 

Wavelet-packets decomposition is 

done for all images at four levels [13].  After 

some experiments; the wavelets: Haar, 

Daubechies2 and Daubechies4 were chosen to 

extract the features of iris, PolyU palmprint and 

Casia palmprint respectively. These generate 

256 bands (wavelet packets).   

The energy measure Ei for a wavelet packets is 

the sum of the coefficients Wi of this band and 

can be computed as: 
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Let E1 … En be the energy peaks of the packets 

(bands)1…n respectively. Then the normalized 

adapted threshold T is defined as: 

 
where   represents the mean wavelet energy of 

the dominant energies[13]. 

Energy distribution for the Casia iris database, 

It shows that the first three highest peaks come 

from packet number: 126,190 and 252 

respectively. 

 
Fig. 4. Energy distribution for a typical iris 

image 

 
Fig. 5: Energy distribution for a typical Casia 

image 

Similarly; Fig.4 and Fig.5, give an 

example for the energy distribution of a PolyU 

and a Casia palmprint image. These figures 

show different dominant wavelet packet 

energies. The first three highest peaks come 

from packet number: 122, 53, 211 and 107; 

203; 201 for PolyU and Casia databases 

respectively[13]. 

III. PALMPRINT AND IRIS CODING 

FEATURE 

To generate a compact binary code for iris 

and palmprint images at first one of the dominant 

energy bands has been selected. Then the energy of 

each band (see Fig. 2e) has been compared with the 

dominant one to get one bit (0 or 1) of the code. With 

4-level decomposition there are 256 bands found 

and therefore 256 bits are considered. The 

comparison has been done with the threshold given 

in equation (2) as follows.  En has been considered 

as the dominant energy of the wavelet packet n and 

T. Then the code Cn generated according to En is 

defined using the following formula: 

 
where j = 1 … 256; n =1,2,3. 

For each energy peak, it has obtained a different 

binary code, C1,C2,C3 with size 256 bits, as 

shown below in Fig.6 and Fig.7. 
 

                         
C1,C2,C3 

Fig.6: Iris code[13] 

. 

 
 

C1,C2,C3 

Fig.7: Casia palmprint code[13] 

In this way, the wavelet packets got 

transformed into a compact binary code for 

palmprint and iris for each dominant energy 

peak with an adaptive threshold. This 

procedure ensure that relatively small 

detailed coefficients, that are assumed not 

significant, are set to zero and the opposite 

for the relevant coefficients revealing the 

important frequency and localization 

content of the image.[13] 

 

IV. FILTERING AND FEATURE 

EXTRACTION 

The palm-print feature extraction 

method includes two steps: filtering and 

feature extraction.  The most popular filter 

function is Gabor function. 

1. Gabor function  

In huge number of applications 

Gabor filters are being widely used. Gabor-

filter, Gabor-filter bank, Gabor-wavelet and 

Gabor-transform which use Gabor function 

can be widely applied to pattern 
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recognition, image processing and other 

computer vision areas.  Gabor functions 

have the ability to provide robustness 

against different brightness and contrast of 

images in addition to precise time-

frequency location. [15]. 

2. Feature extraction  

We can generally observe the 

principal lines and wrinkles in our captured 

palm print images (see Fig. 8(a)). Stack 

filter is used to find the principal lines. Due 

to similarity amongst different palms these 

principle lines may not always gives high 

accuracy. This can be seen in Fig. 8 depicts 

that there are similar principle lines in six 

palm print images. Wrinkles can be used for 

palm print authentication instead of the 

principle lines, because they can result in 

high accuracy in authentication [15]. 

 
Fig. 8. Original image of palm and their features 

has been obtained by researcher by applying 12 

filters listed in the Table: (a) original image, (b), 

(d) and (f) real parts of features from Levels 1–3 

filters, respectively, (c), (e) and (g) imaginary 

parts of from Levels 1–3 filters, respectively.[15] 

V. FUSION SCENARIOS 

The fusion of more than one biometric 

trait information is done to make it more secure 

in multimodal biometric system at different 

level like sensor level, feature level, score level 

and decision level.  Many researchers claimed 

that the fusion done at earlier stage of 

processing provides better result compared to 

fusion done at later stage of processing [18]. 

Depending on the number of traits, sensors, and 

feature sets used, a variety of scenarios are 

possible in a multimodal biometric system 

(Figure 9). 

 
Fig. 9: Scenarios in a multimodal biometric 

system [6] 

1. Multiple sensors, single biometric 

trait: Thus, raw biometric data pertaining 

to different sensors are obtained by 

recording same biometric trait from 

multiple sensors.  Chang et al. [19] acquire 

both 2D and 3D images of the face and 

combine them at the data level as well as 

the match score level to improve the 

performance of a face recognition system. 

Kumar et al. [20] describe a handbased 

verification system that combines the 

geometric features of the hand with 

palmprints at the feature and match score 

levels. Interestingly, in their experiments, 

fusion at the match score level results in 

better performance than fusion at the 

feature level. [14, 20]  

 

2. Multiple classifiers, single biometric 
trait: only a single sensor is employed to 

obtain raw data, it’s not like the previous 

scenario; multiple classifiers uses these 

data. Each of these classifiers either operate 

on the same feature set extracted from the 

data or generate their own feature sets. Jain 

et al. [21] use the logistic function to 

integrate the matching scores obtained from 

three different fingerprint matchers 

operating on the same minutiae sets. Ross 

et al. [22] combine the matching score of a 

minutiae-based fingerprint matcher with 

that of a texture-based matcher to improve 

matching performance [14, 22]. 
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3. Multiple units, single biometric trait: 
In the case of fingerprints (or iris), it is 

possible to integrate information presented 

by 2 or more fingers (or both the irises) of a 

single user. This is an inexpensive way of 

improving system performance since this 

does not entail deploying multiple sensors 

nor incorporating additional feature 

extraction and matching modules [14]. 

 

4. Multiple biometric traits: Here, 

multiple biometric traits of an individual 

are used to establish the identity. Such 

systems employ multiple sensors to acquire 

data pertaining to different traits. The 

independence of the traits ensures that a 

significant improvement in performance is 

obtained. The estimated bias of each 

classifier is taken into account during the 

fusion process. Hong and Jain associate 

different confidence measures with the 

individual matchers when integrating the 

face and fingerprint traits of a user [15]. 

They also suggest an indexing mechanism 

wherein face information is used to retrieve 

a set of possible identities and the 

fingerprint information is then used to 

select a single identity.  

Multimodal biometric systems 

elegantly address several of the problems 

present in unimodal systems. By combining 

multiple sources of information, these 

systems improve matching performance, 

increase population coverage, deter 

spoofing, and facilitate indexing. Various 

fusion levels and scenarios are possible in 

multimodal systems. Fusion at the match 

score level is the most popular due to the 

ease in accessing and consolidating 

matching scores. Performance gain is 

pronounced when uncorrelated traits are 

used in a multimodal system. Incorporating 

user-specific parameters can further 

improve performance of these systems. 

With the widespread deployment of 

biometric systems in several civilian and 

government applications, it is only a matter 

of time before multimodal biometric 

systems begin to impact the way in which 

identity is established in the 21st century 

(Fig. 4). 

 

VI. CONCLUSION 

Multimodal biometric systems 

elegantly address several of the problems 

present in unimodal systems. By combining 

multiple sources of information, these systems 

improve matching performance, increase 

population coverage, determine spoofing, and 

facilitate indexing. Various fusion levels and 

scenarios are possible in multimodal systems. 

Fusion at the match score level is the most 

popular due to the ease in accessing and 

consolidating matching scores. Performance 

gain is pronounced when uncorrelated traits are 

used in a multimodal system. Incorporating 

user-specific parameters can further improve 

performance of these systems. With the 

widespread deployment of biometric systems in 

several civilian and government applications, it 

is only a matter of time before multimodal 

biometric systems begin to impact the way in 

which identity is established in this century. 
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Abstract: In the recent years emotion recognition has been majorly a very powerful topic among researchers, as it 

has an impactful contribution in effective Human Computer Interaction. Emotion recognition can be performed 

using physiological and non physiological signals from which facial emotion recognition is the most prominent way 

to know emotional state of any human being. Facial emotion recognition is part of affective computing that enables 

computers to understand human emotions and respond accordingly. This paper provides a brief review of Deep 

learning models that can be used to enhance the limitations of facial emotion recognition issues. The focus is on up-

to-date deep learning approaches such as Convolutional Neural Network, Recurrent Neural Network, Transfer 

Learning and Generative Adversarial Network. The purpose of this paper is to assist and guide researchers by 

providing insights and future directions in terms of enhancing this discipline.  

Keywords: Facial emotion detection, Deep Learning, Survey, Deep learning models 

 

I. Introduction  

Emotions are an inextricable aspect of human 

communication that aids us in understanding 

others' intentions. Emotions can be expressed in 

a variety of ways that may or may not be visible 

to the human eye. Verbal component of emotion 

convey one-third of human communication 

whereas nonverbal component conveys two-

thirds. Emotion recognition aims to establish 

effective human computer interactions by 

providing them a better way to recognize and 

understand human emotions for an operative 

interaction between them. This can be 

implemented in technologies where computers 

need to understand the emotional state of the 

user and respond accordingly. The most 

perceptible human emotion way is through 

facial expression. In general, the face provides 

three sorts of signals: static, slow, and quick 

signals. [1] Skin colour, which encompasses 

various long-term components of face skin 

pigmentation, greasy deposits, face forms, the 

composition of bones, cartilage and shape, and 

the placement and size of facial features such as 

brows, eyes, nose, and mouth, are all static 

signals. Permanent wrinkles, as well as changes 

in facial appearance such as muscle tone and 

skin texture changes that occur over time, are 

examples of slow signals. The face muscles 

movement, impermanence face aspect changes, 

impermanent wrinkles, and shifts in the position 

and form of facial features are all examples of 

fast signals. These signals are visible on face 

only for few seconds and humans are capable for 

hiding their genuine feeling in any situation.  In 

early twentieth century Ekman and Fiesen [2] 

defined six basic emotions sad, anger, fear, 

disgust, happiness and surprise and also showed 

that humans can express their feelings in a 

certain way irrespective of their culture. Deep 

learning models can be applied for the 

classification of human facial expressions.  

 

II. Literture review 

In the recent years Deep Learning based 

techniques and architectures have been used for 

precise facial emotion recognition models. In this 

section of the paper related state of art research 

work has been selected for review. This will help 

the researchers apply the appropriate 

methodology according to the objective framed 

for their work.  

Khattak et al. in [3] proposed deep learning based 

convolutional neural network for emotion 

classification and detecting gender an d age from 

facial expressions. Layer and parameter setting 

were revised in the proposed CNN model. The 

architecture consists of two convolutional layer 

with max pooling layer and a flatten layer for 

creation of feature vector. The first convolutional 

layer extracted low level features and second 

extracted high level features. It was suggested 

that other deep learning model should also be 

used as extension of their work. 
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Said et al. in [4] proposed a face-sensitive 

convolutional neural network for facial emotion 

recognition. The proposed Convolutional neural 

network has three main functions, localize faces 

in images and cropping faces image, analyzing 

the expressions, and recognize emotions. The 

architecture is composed of 15 convolution 

layers with different kernel sizes and strides. The 

detection task is performed at different feature 

map by reducing the size of the last feature map 

gradually and applying the prediction at each 

feature map. The datasets used are CelebA 

dataset which  contains 202,599 RGB images of 

celebrities in the world and the UMD faces 

dataset which has images from the internet using 

famous search engines. Most of the existing 

object detection models are based on taking 

ground truth boxes with their associated classes 

but the proposed model was designed to analyze 

face attributes to generate emotion predictions. 

This technique enhanced the overall performance 

when compared with classical object detection 

models. 

Minaee et al. in [5] proposed a deep learning 

approach based on attentional convolutional 

network that is able to focus on important parts 

of the face and achieves significant improvement 

over previous models on multiple datasets, 

including FER-2013, CK+, FERG, and JAFFE. 

The proposed  approach based on an attentional 

convolutional network, which can focus on 

feature-rich areas of the face. Visualizaton 

techniques is used to select the most salient 

region i.e., the parts of the image that have the 

strongest impact on the classifier’s outcome. For 

recognising facial emotions, special attention to 

specific areas is critical, since neural networks 

with fewer than ten layers may compete with 

(and even beat) much deeper networks in 

emotion identification. 

Lui at al. in [6] proposed recognition of emotions 

based on two dimensional model detecting 

valence and arousal. The convolutional neural 

network was designed with four convolutional 

layers, three max pooling layers and 3 fully 

connected layers. The architecture was designed 

to detect valence dimension with nine 

classifications and it was observed that there was 

no significance difference between adjacent 

valence dimensions in actual emotion. Facial 

expression using convolutional neural network 

gave significant good results but it was observed 

that it needed lot of data for achieving better 

performance. 

Min Wu at al. in [7] proposed a fusion based 

convolutional neural network for detection of 

emotions using facial expressions and speech. 

LBP-TOP was employed to extract the low level 

dynamic emotion features of facial expression 

and deep convolution neural network was used 

extracting high level emotion semantic features. 

The deep convolution neural network comprise 

of convolution layer, max-pooling layer, full 

connection layer, and Softmax regression in 

stack. The focus of this model was on speech data 

which were combined with facial expression 

result to achieve high accuracy. 

Liu et al. in [8] proposed an action unit based 

attention mechanism for facial emotion 

recognition. It works on the mechanism for self-

attentional based method to extract single feature 

from any position using action units. CK+, Oulu 

CASIA, MMI, and AffectNet datasets were used 

for training and testing. The system integrated 

the spatial and temporal attention modules in the 

proposed CNN RNN architecture. The action 

units attention module based on facial action 

coding system and attentive pooling module 

based spatial feature aggregation was used. 

Sadeghi et al. in [9] proposed feature extraction 

based on Gabor filter to reduce feature 

dimensionality for facial expression recognition. 

Gabor filter are convolved with the image and the 

results are coded in matrix which is further 

divided into several blocks. The histogram of the 

blocks is used to create the final feature vector. 

Support vector machine is used for classification. 

The datasets used are CK+, SFEW, MMI and 

RAF-DB. This feature extraction method 

outperformed the state-of-the-art texture 

descriptors on these datasets. 

Ghofrani et al. in [10] proposed multitask 

convolutional neural network along with 

ShuffleNet V2 architecture. It was observed that 

computational cost of ShuffleNet is very less 

than ResNeXt or Xception. Data augmentation 

was done to overcome asymmetric distribution. 

The overall accuracy of this architecture was low 

compared to state of art systems. 

Hussain et al. in [11] proposed Convolution 

Neural network based architecture VGG 16 for 

appropriate feature extraction and classification 
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for facial emotions. Face is detected using haar 

cascade classifier the face features are extracted 

for face recognition and then the underlining 

emotion is recognized from the facial expression. 

The architecture VGG 16 is fabricated with CNN 

model for large database recognition and 

classification. The system was trained using 

KDEF dataset to classify seven emotions. 

 Xie et al. in [12] proposed deep multi-path 

convolutional neural network joint with salient 

region attention for facial expression 

recognition. Deep Attentive Multi-path 

Convolutional Neural Network (DAM-CNN) 

includes feature extraction and attention based 

SERD and multipath variation network. Feature 

extraction is done using VGG Face is a CNN 

having 16 convolutional layers, 5 pooling layer 

and 3 fully connected for face recognition and 

pre trained VGG-Face model for feature 

extraction. The extracted features are forwarded 

into attention network  by weighing the features 

by attention mask which will preserve spatial 

information. Multi-path auto encoder is used to 

achieve reconstruction of samples among all 

decoders.  

 M. Sohail et al. in [13] proposed a combined 

deep learning approach including a racial 

identity aware network (RIA – Net) which learns 

the features from cross culture dataset and 

feature extraction is done using a pre trained 

racial identity convolutional network.  The pre 

trained network is trained on multi  culture 

datasets including JAFFE, TFEID, CK+,  RaFD 

which contains data from Japanese, Taiwanese, 

American, Caucasions and Moroccans. The 

accuracy of all emotions was found to be 

different, due to inter expression resemblance 

and cross culture variation in facial muscles. It 

was found that the proposed method attained 

outstanding performance for Taiwanese culture 

and it showed significantly low performance for 

American. 

 X. Zhu et al. in [14] proposed a hybrid attention 

network for recognizing facial expression which 

included spatial feature extraction, hybrid 

attention, and temporal feature extraction. In this 

fusion feature extraction technique is used from 

the spatial features. The temporal and spatial 

features are extracted using a Residual Neural 

Network and a Gated Recurrent Unit. The data is 

collected from publicly available datasets that 

include data from the natural environment and 

the experimental environment. The findings 

demonstrate that the hybrid attention mechanism 

efficiently removes frame dependencies and 

eliminates interference of unrelated information 

in natural environment. 

 S. Shaees et al. in [15] proposed transfer learning 

approach for facial emotion detection, in which a 

pre trained convolutional neural network model 

AlexNet is used. AlexNet is used to extract 

features which are then given to support vector 

machine for classification. This hybrid approach 

produced best results as compared to simple 

transfer learning approach. Testing was 

performed using CK+ and Natural Visible and 

Infrared Expression database.  

 N. Mehendale in [16] proposed Facial emotion 

recognition using Convolutional Neural network 

(FERC). FERC includes two part convolutional 

neural network, the first one eliminates the 

background from he image and the second forms 

the expressional vector. The classification of 

emotion is done using this expressional vector. 

The network was proposed with four filters and 

four layers. FERC was tested on extended CK 

expression, CMU, NIST dataset. It was found 

that FERC was much faster than VGG, Resnet 

and GoogleNet, but in some situations 

GoogleNet out performs FERC.  

 N. Zeng et al. in [17] proposed high dimensional 

feature extraction including appearance features 

and geometric features. A deep learning 

framework using Deep Sparse Auto encoder is 

used for facial emotion recognition from 

discriminative features. High dimensional 

feature are composed of Local Binary Pattern 

(LBP), gray value and Histogram of gradients 

(HOG). These features are compressed using 

dimensional reduction method known as 

Principal component analysis. Further the 

features are feed as input to auto stacked encoder. 

The deep stacked auto encoder discriminates 

expressions accurately and works as a robust 

classifier due to its powerful feature learning 

capability.   

 S. Saeed et al. in [18] proposed a facial detection 

framework using convolutional neural network 

(FD CNN) composed of four convolutional 

layers and two hidden layers. FD CNN uses 

ReLu to extract features which are used to 

classify the expression, and then forwarded to 
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fully connected layer. 10 fold cross validation 

with 100 epochs on CK+ dataset showed 

significantly improved results. 

 Jain et al. in [19] proposed a multiple angle 

optimal pattern dependent deep learning 

approach using LSTM and CNN. This addresses 

the limitation of lightning and alignment of faces 

in feature extraction by removing the 

background and isolating the face images. The 

proposed work could not handle involuntary 

emotions and low intensity, short duration 

emotions. 

 B. Hasani et al. in [20] proposed a convolutional 

neural network architecture 3D Inception ResNet 

followed by LSTM. Temporal and spatial 

features are extracted after finding the target area 

by detecting facial landmark points. The 

proposed architecture is trained using four 

datasets CK+, MMI, FERA, and DISFA using 

cross database technique. 

 F. Chang et al. in [21] proposed a convolutional 

neural network ExpNet which uses intensities of 

facial emotions. The deep neural network uses 

3D expression coefficients directly from the face 

by estimating 29D expression coefficient. The 

proposed method overcomes the viewing 

condition limitation by avoiding facial landmark. 

The results prove that this method works well for 

all subtle emotions.  

 Jain et al. [22] in proposed a multiple angle 

optimal pattern dependent deep learning 

approach using LSTM and CNN. This addresses 

the limitation of lightning and alignment of faces 

in feature extraction by removing the 

background and isolating the face images. The 

proposed work could not handle involuntary 

emotions and low intensity, short duration 

emotions. 

 P. Zarbakhsh et al. in [23] proposed a 4D facial 

expression recognition based on geometric 

landmark deformations using multimodel time 

series analysis. The dynamic recognition of 

emotion is done in four stages starting from head 

posed correction and normalization of facial 

landmark points. Feature extraction and selection 

of appropriate features is next step followed by 

classification. The high dimensional feature 

space is assembled with temporal local mean of 

deformations. The suggested algorithm is 

effective in dynamic facial expression 

recognition when compared to the state of the art, 

according to experimental results on the BU-

4DFE data set. 

  T. Connie et al. in [24] proposed 

Convolutional Neural Network with dense SIFT 

features for facial expression recognition. The 

hybrid methodology uses both CNN features 

combined with dense SIFT features which are 

feed to CNN for classification of emotion. The 

proposed architecture includes six convolution 

layers with three max pooling layer and two fully 

connected layer. The experimental work is done 

on FER2013 and CK+ and it is dependent on the 

extracted handcrafted features. 

 R. Zhu et al in [25] proposed cross database 

approach using  transfer learning for facial 

expression detection. Two stage training is done, 

including learning from input data and adapting 

the learned knowledge. Feature extraction is 

done using Gabor filter and then the feature 

vector is given as input to multiclass SVM . The 

proposed system implements strong classifier as 

weighted combination of regression tree 

classifier. Testing is done within database and 

with cross database technique. For training cross 

database, transfer learning approach is used to 

learn weak classifier and string classifier. This 

proves an efficient method to transfer knowledge 

from one dataset to another.  

 

 

 
 

Table 1: State of Art Deep Learning Techniques 
Ref. 

Year 

Objective Techniques Dataset Limitation 

[3] 
2022 

Deep learning based Convolutional 
neural network for classifying age and 

gender 

Two convolutional layer with max 
pooling layers and flatten layer 

JAFFE and 
CK+ 

Overfitting and pre trained 
model could be used. 

[4] 
2021 

Face sensitive CNN (FS-CNN) to 
detect faces  in high resolution images 

and recognize emotions 

15 convolutional layers with 
different kernel sizes and strides  

CelebA and 
UMD faces 

Recognition based on face 
attributes only. Confusion 

between anger and fear 

emotion. 
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[5] 

2021 

Attentional Convolutional Neural 

Network to classify the underlying 

emotion in facial images. 

4 CNN with two max pooling layer 

and a Rectified linear unit 

activation function 

FER2013, 

CK+, JAFFE 

Cross dataset study could have 

been done  

[6] 

2020 

Facial expression based dimensional 

emotion recognition based on CNN 

CNN with 4 convolutional layer. 

Introduced ADAM algorithm 

CK+, 

FER2013 

Improve the performance of 

valence. Insufficient no of 

images in dataset 

[7] 
2020 

Dynamic emotion recognition by using 
both facial expression and speech 

modelities 

Fuzzy fusion based two stage 
neural network using DCNN 

LBP-TOP and spectrogram 

SAVEE, 
eNTERFACE

’05, and 

AFEW  

confusion appears between 
sadness and neutral. close to 

real world scenarios with 

multiple features should be 
used 

[8] 

2020 

Proposed a novel action-units attention 

mechanism tailored to FER task to 
extract spatial contexts from the 

emotion regions 

Two dimensional  model and CNN 

with 4 convolutional layer with 
ReLu. Self-attentional mechanism 

used 

CK+, Oulu-

CASIA, MMI  

Pairwise sampling strategy 

needed, overfitting 

[9] 

2019 

Appearance based feature extraction 

method is proposed  

Gabor filter convolutional 

coefficients of each pixel to reduce 
feature dimensionality 

CK+, 

SFEWMMI 
RAF-DB 

Only one feature taken and 

intra class variation in dataset 

[10] 

2019 

Integrated the face detection and 

emotion recognition to develop a 
combined system which can perform 

the facial recognition and emotion 

extraction in real time 

Multi-Task cascaded 

Convolutional Neural Network 
and ShuffleNet architecture 

FER2013 Overall accuracy of system 

was low. 

[11] 
2019 

Face detection, recognition and 
emotion classification in real time 

images 

CNN based VGG16 architecture is 
used 

KDEF Overfitting 

[12] 
2019 

Two novel modules: an attention-based 
Salient Expressional Region Descriptor 

(SERD) and the Multi-Path Variation-

Suppressing Network (MPVS-Net) 

VGG-Face network for extracting 
features, SERD for refining CNN 

features and highlighting salient 

expressional regions 

CK+, JAFFE, 
TFEID, 

BAUM-2i, 

FER2013 

Overfitting, Need for deep 
network 

[13] 

2022 

Proposed racial identity aware network 

which absorbs the facial expressions 

from facial images and extracts the 
racial identity features from a pre-

trained racial identity network. 

RIA-Net is a pre trained model 

which has 5 convolutional layers. 

This is used to extract racial 
identity features 

Multi culture 

data (JAFFE, 

TFEID, CK+,  
RaFD) 

Inter- expression resemblance 

[14] 

2021 

Hybrid attention mechanism for facial 

emotion recognition using video is 
proposed. 

This network has three modules 

spatial feature extraction, temporal 
feature extraction and hybrid 

attention module which works on 

attention mechanism. 

AFEW , CK+ 

, and Oulu-C 

Special feature extraction 

module is required  

[15] 

2020 

Proposed a hybrid classifier approach 

using a pre trained network AlexNet 

and Support Vector Machine. 

The model uses AlexNet  to 

implement transfer learning 

approach and a hybrid approach 
was applied by using multiclass 

SVM. 

NVIE 

database, 

CK+ 

Intra class variation, a generic 

classifier was used. 

[16] 

2020 

Proposed a model based on two 

separate convolutional networks. 

The first part is used  to extract the 

image by removing background 
and then facial feature vector is 

formed. The other CNN is used for 

classification. 

Extended CK, 

CMU and 
NIST 

Overfitting And Orientation 

[17] 

2018 

Deep Sparse auto encoder (DSAE) is 

used to recognize facial emotion using 

discriminative features. 

DSAE is built using stacked sparse 

auto encoder with softmax 

classifier. Feature based approach 
includes geometric and appearance 

based features.  

CK+ HOG feature is require for 

high dimensional feature 

selection. 

[18] 
2022 

Proposed automated framework to 
perform facial detection using 

convolutional neural network (FD 

CNN) 

Four convolutional layers and two 
hidden layers. Fully connected 

layer is used for classification with 

backpropogation technique. 

CK+ Low accuracy for fear and 
sadness 

[20] 
2017 

Proposed 3D Convolutional Neural 
Network method for Facial Expression 

Recognition. 

Temporal relations of consecutive 
frames is done using 3D 

convolutional architecture ResNet 

combined with LSTM 

MMI , DISFA Inter- expression resemblance 

[21] 

2018 

ExpNet CNN is used to estimate 3D 

expression coefficient  

ExpNet works on ResNet 101 

architecture calculates facial 

expression coefficient using 29D 
real valued vectors. 

BU-4DFE, 

CK+ and 

EmotiW-17  

Peformed well only on 3D 

faces 

[22] 

2017 

Proposed Multi-Angle Optimal 

Pattern-based Deep Learning (MAOP-

DL) to overcome illumination and 
posing problems. 

LSTM along with CNN is used to 

predict the emotion. 

CK+ and 

MMI  

low intensity and short 

duration expressions are not 

handled 
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[23] 

2020 

Proposed  dynamic expression 

recognition system using multimodel 

time series analysis. 

Multimodel time series set are 

created by extracting and taking 

mean of deformation features by 
sliding window over full sequence.  

BU-4DFE Relies completely on correct 

facial landmark  

[24] 

2016 

Proposed hybrid methodology based on 

CNN And SIFT Features. 

Dense SIFT features and CNN 

SIFT features are combined for 
classification of emotion. 

FER-2013 

and CK+ 

Relies on handcrafted feature 

[25] 

2015 

Proposed transfer learning approach 

with cross dataset technique. 

Gabor features are extracted from 

images with strong SVM classifier 

to train cross database expression 
recognizer with transfer leaning 

technique. 

JAFFE, 

FEED, and 

extended 
CK 

Within database poor 

performance  

 

III. Deep Learning Architectures  
In this section the Deep learning models and 

architectures are briefly summarized with 

orientation to their application in processing 

facial images according to the referenced 

papers. 

Deep learning has been a very popular topic with 

researchers as it has achieved state of art 

performance in many application areas. Deep 

Learning is an end to end learning method which 

internments high level abstractions with the help 

of hierarchical architecture. [26] Deep learning 

is a subset of machine learning which is a 

standard prototype that represents the 

functioning of human brain. This typically 

consists of neural network model where neurons 

are responsible to act as inputs and each of them 

are connected to outputs.  

 

Convolutional Neural Network (CNN) 

In the field of Deep learning, the CNN is the 

most renowned and commonly used algorithm. 

The main advantage  of CNN compared to other 

methods used earlier is that it automatically 

categorizes the relevant features without any 

human supervision [27]. CNNs have been 

extensively applied in a range of different areas, 

including computer vision, speech processing, 

Face Recognition, image processing, facial 

emotion recognition etc.  

The structure of CNNs was inspired by neurons 

in human and animal brains, similar to a 

conventional neural network [27] Convolutional 

Neural Network includes two main parts Feature 

extractor and a classifier [28] In Feature 

Extractor each layer passes its output to the input 

of next layers and this process selects the 

features in depth that required for the system. 

The CNN architecture consists of three layers: 

convolutional layer, max-pooling layer and 

classification layer. The output extracted from 

convolutional layer is a crucial step for feature 

extraction. Convolutional layers are always even 

numbered and max pooling layer is odd 

numbered. The output of convolutional layer 

and max pooling layer are called as feature 

mapping. [28] [29] Higher features are extracted 

from the lower layers  of CNN. To ensure 

classification accuracy, the number of feature 

maps is frequently increased to reflect better 

characteristics of the input images. The 

classification layer takes the input from the 

output of the last layer of the CNN as shown in 

Fig 1. It takes the features extracted from the 

layers as input with respect to the dimension of 

the weight matrix. The final layer feature maps 

are in form of vectors which are passed to the 

classification layer also known as fully 

connected layer. High level features are 

extracted from low level feature propagation  

from initial layers of the network.  

 
Fig. 1: Convolutional Neural Network 

architecture [28] 

 

CNNs can be used to avoid overfitting and add 

generalization using weight sharing feature. The 

major advantage of using CNN is unlike 

machine learning algorithms it can perform both 

feature extraction and classification in single 

architecture. To enhance the accuracy of the 

architecture one can adjust the number of layers 

and other hyper parameters. Model architecture 

is a contributing factor in enhancing 

performance of different applications. [27] [28] 

[29]. There are many CNN architectures like 
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AlexNet, NiN, ZefNet, GoogleLeNet etc. 

[29]which can be used by researchers in various 

applications depending upon the requirement of 

parameters.  

 

Recurrent Neural Network (RNN) 

Unlike Convolutional Neural Network and Deep 

Neural Network, RNNs operate on a sequence of 

vectors. RNNs are is capable of learning long-

term dependencies and it a type of long short-

term memory. [30] RNN form a chain like 

structure having four module which are 

repeating and it use. It helps to transfer 

information from one step to another in the 

network that permits information to persevere. 

RNN allow operation on a sequence of vectors 

in a loop. It has the capability to connect 

previous information even former video frames 

to understand the current information and even 

generate future frames. As shown in figure no 2. 

x  is the input vector, h is the hidden layer vector, 

a loop is used to pass information to the nodes 

in the network.  

 
 

Fig. 2: Loop structure of basic Recurrent Neural 

Network (RNN) 

 

Majorly there are three types of RNN, “Hidden 

to Output” , “Input to Hidden” and “ Hidden to 

hidden”. RNN has straightforward fine tuning 

after combining with other models. It also 

supports fixed length and variable length input. 

[30] Grated Recurrent Network is a simple form 

of Long short term memory, which is very 

popular in terms of cost for computation. They 

are also known as lighter version of RNNs as 

they require less number network parameters. 

Attention mechanism works on the concept of 

ignoring irrelevant section of the input data 

while focusing on features required and this 

mechanism can be easily combined with RNNs. 

The initiative of RNNs learns the content of an 

image. RNNs can be combined with CNNs for 

information propagation using continuous 

representation of hidden layers. Each feature 

extracted using CNN can be passed on to RNN 

which forms a variable or fixed length vector 

form.  They can also be used in case of temporal 

dependency in an image. This arrangement of 

network can give significantly better 

performance. 

 

Tranfer Learning 

 Transfer Learning model learns the weight and 

bias after training the network with large 

amount of data. The weights can be further used 

to retrain and can even be transferred to other 

networks. Using this, there is no more need to 

train the network again which reduces the 

computational cost drastically. [28] Pre trained 

models can be used on new dataset which is 

similar or different from the one used while 

training. The Training and testing data can have 

two types of domain: target domain and source 

domain. The target domain comprises of  the 

testing instance and source domain comprises of 

the training instances [31] For applying transfer 

learning one needs to address the issue of when 

to transfer, what to transfer and how to transfer. 

[32]. With Transfer learning one can overcome 

challenges such as limited data samples, cross-

domain learning, scare label and mismatch. 

 

IV. IV. Conclusion 
This study provided a broad overview of the 

state of art methods in facial emotion 

recognition. The study of facial emotion 

recognition is very important in affective 

computing and human computer interaction, so 

there is vital need of inculcating recent deep 

learning methodologies into it. Recent trends in 

Deep learning show that  collection of different 

architectures will help in improving the 

accuracy of the system. Multistage architecture 

like combination of CNN and RNN should be 

implemented for feature extraction and 

classification. There is lot of scope for 

improvement in designing an efficient 

architecture that includes the fusion based 

method for facial emotion recognition. Deep 

learning model require large datasets to train 

them but there is no large dataset available. So 

researchers have focused on small scale 

networks. Data augmentation can be done to 

avoid overfitting and increasing the size of the 

available datasets. The pre trained models have 
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produced state of art results in different areas, 

hence they should be used to train facial 

emotion detection systems. Transfer learning 

techniques can solve major issues of existing 

systems as it has lot to offer in this domain.  
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